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EVALUATION OF SENSOR-BASED CONDITION MONITORING METHODS
AS IN-PROCESS TOOL WEAR AND BREAKAGE INDICES - CASE STUDY:

DRILLING
John A. TSANAKAS, Pantelis N. BOTSARIS, Iraklis G. AMIRIDS, Georgios G. GALERIDIS

Democritus University of Thrace, School of Engineering
Department of Production Engineering and Management
Faculty of Materials, Processes and Engineering
Xanthi, 67100, Thrace, Greece
Telephone (and Telefax): +302541079878
itsanaka(@ee.duth.gr, panmpots@pme.duth.gr, irakamoi@pme.duth.gr, ggalerid@xan.duth.gr

Summary

Today, effective unmanned machining operations and automated manufacturing are
unthinkable without tool condition monitoring (TCM). Undoubtedly, the implementation of an
adaptable, reliable TCM and its successful employment in industry, emerge as major instigations
over the recent years. In this work, a sensor-based approach was deployed for the in-process
monitoring and detection of tool wear and breakage in drilling. In particular, four widely reported
indirect methods for tool wear monitoring, i.e. vibration signals together with thermal signatures,
spindle motor and feed motor current measurements were obtained during numerous drillings,
under fixed conditions. The acquired raw data was, then, processed both statistically and in the
frequency domain, in order to distinguish the meaningful information. The study of the latter is
influential in identifying the trend of specific signals toward tool wear mechanism. The efficiency
of this information as a tool wear and/or breakage index is the feature that determines the
effectiveness and reliability of a potential indirect TCM approach based on a multisensor
integration. The paper concludes with a discussion of both advantages and limitations of this
effort, stressing the necessity to develop simple, fast condition monitoring methods which are,
generally, less likely to fail.

Key words: tool condition monitoring, vibration signals, thermal signatures, spindle motor current,
tool wear, statistical analysis, frequency domain analysis.

1. INTRODUCTION

Manufacturing community is always striving to
reduce operating costs while trying to improve
product quality and meeting or exceeding customer
satisfaction [1]. Focusing on the former intent,
production cost reduction is achieved nowadays by
using higher cutting speeds and by reducing human
resources. As a consequence, over the years, the
manufacturing environment has undergone dramatic
changes, moving from the stage of conventional
machinery to fully automated machining systems.
Towards this advance, the oldest and most common
“fix it when it breaks” strategy is clearly being
replaced by “intelligent” condition monitoring (CM)
systems. These systems monitor directly or
indirectly the machining conditions utilizing vision-
based techniques or sensor-based signals, in order to
provide diagnostic/prognostic indices for hard and
soft faults; soft faults develop progressively with
time creating a gradual degradation of the tool,
while, on the other hand, hard faults take place
instantaneously causing an abrupt cutoff of the
operation (Figure 1). In other words, soft faults lead
to a predictable situation, an attribute that makes

them appropriate for CM, while hard faults are
generally unpredictable and ineligible for this area
of research. Consequently, the former type of fault
can be used for prediction, while the latter is easier
for diagnosis [2].

A Hard fault

S

[
~J

Condition

Good

Soft fault

/

“ Transition 3

Bad

Time
Figure 1: Hard and soft faults, Courtesy of [2]

Specific pivotal components of a machining
system, such as the tool, are often related with either
soft or hard faults in the form of tool wear and/or
breakage. Wear is a loss of material at the cutting
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lips of drill bit due to physical interaction between
the cutting tool and workpiece material [3].
Abrasion, adhesion, diffusion and fatigue are the
basic mechanisms that cause wear in cutting tools.
Tool wear in drilling is a progressive procedure but
it occurs at an accelerated rate once a drill becomes
dull. During this procedure, the cutting forces
increase, temperature of tool rises, drill point
deformation and immediate loss of sharp edges
occur. After a certain limit, tool wear can cause
catastrophic and sudden failure of the tool without
any warning that causes considerable damage to the
workpiece and even to the machine tool. This
scenario can be illustrated in Figure 2 by classifying
the wear stages as initial wear, slight wear (regular
stage of wear), moderate wear (micro breakage stage
of wear), severe wear (fast wear stage) and worn-out
(or tool breakage) in terms of tool life [4].

Tool wear

L

Tool life

Figure 2: Tool wear evolution: (1) initial wear, (2)
slight wear, (3) moderate wear, (4) severe wear and
(5) worn-out

In drilling, which is a widely used machining
process and represents approximately 40% of all
cutting operations performed in industry, the failure
of a common twist drill occurs by one of two modes;
fracture or chipping and excessive wear.
Experiments performed by Thangaraj and Wright
[5] indicated that, under normal cutting conditions,
failure due to fracture was observed with small size
drills (< 3 mm diameter), while excessive wear was
the dominant failure mode with large size drills (> 3
mm diameter), within a typical drill diameter size
range of 1 to 20 mm.

Generally, tool wear influences the quality of the
surface finish and the dimensions of the parts that
are manufactured, whereas tool failure is a major
cause of unplanned interruption in a machining
environment. Particularly, for modern machine
tools, 20% of the downtime is ascribed to tool
failure, resulting in reduced productivity and
economic losses [6]. Hence, the reason for acquiring
the drill wear state information is to enhance the
predictive capability to allow the machine operator
to schedule tool change or regrind just in time to
avoid underuse or overuse of tools, prevent
shutdown of machines due to damage and minimize
scrap or rework [1].

Yet, both tool wear and tool breakage are still
unsolved primary problems in metal cutting
processes, though a considerable amount of research
has been done in the literature [3]. Many researchers
have looked for variable ways to detect tool wear
and, consequently, prevent a tool breakage, but a
highly general and reliable on-line tool wear
measurement technique has to be developed. Due to
the high complexity of drill wear and breakage
mechanisms, both mathematical models and
numerical methods generally fail to provide a
precise description of the relevant dynamics of
drilling. As a consequence, the “safe” way to
implement a system able to predict and diagnose
drill wear and breakage lies upon on-line tool
condition monitoring (TCM).

In principle, there are two possible TCM
approaches, i.e. direct and indirect methods. Direct
tool wear estimation systems are able to measure
directly the tool wear via tool images, computer
vision, etc. which means that these methods actually
measure tool wear as such. Moreover, their
application is simple and the reliability is high.
However, the automated application of a direct tool
wear estimation system is not feasible because the
detection system should be able to detect the wear
zone and measure it, requiring that either the tool be
removed from the machine after a certain period of
time or a measuring device be installed on the
machine. Consequently, any of these practices
would cause downtime and production loss,
rendering direct methods either economically or
technically inadequate. On the other hand, instead of
wear, indirect monitoring methods measure
something else, i.e. a parameter, which must be a
function of wear [7]. Commonly used parameters in
indirect methods are cutting forces, vibration,
acoustic emission, current, power and temperature.
The main advantage of indirect methods is that they
are applied online. Unfortunately, these methods
present limited reliability and design complexity due
to the unpredictable impact of the wear process to
the measured signal. Moreover, the sensor cost is
generally high [2].

2. EXPERIMENTS

2.1 Experimental background

This experimental work deals with the use of
four common indirect TCM methods in an attempt
to evaluate their validity as in-process tool wear
and/or breakage indices, during standard drilling
processes. Specifically, vibration signals, thermal
signatures, spindle motor and feed motor current
measurements are obtained and, then, processed in
order to extract the meaningful information from the
raw data and assess the proclivity of the above
parameters toward drilling tool wear.

Vibration is a widely used parameter in indirect
TCM. It is logical to expect vibration measurements
to react to tool wear; if in a dynamic system such as
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the machine tool the cutting forces increase, the
dynamic response will also increase [8]. Vibration
signatures are suggested as reliable, robust and
applicable for TCM, in addition to the fact that
vibration monitoring techniques present ease of
implementation; no modifications to the machine
tool or the workpiece are required. Furthermore,
vibration signals can be acquired by fewer, easily
replaceable and very cost-effective peripheral
instruments in contrast to acoustic emissions (AE)
for instance. Last but not least, such signals have the
quick response time needed to indicate changes for
on-line monitoring [9]. Unfortunately, vibration
monitoring relates to several limitations. Besides
their sensitivity to tool wear, vibrations are highly
influenced by the workpiece material, cutting
conditions, machine tool structure and machining
noise that occurs under real industrial environments.

In the reported literature, tool temperature [10,
11], feed motor current and spindle motor current
[12-24] are also widespread parameters for TCM
and appear to be potential indices of drill wear. In
the same manner as vibration, spindle motor and
feed motor current can be related to the dynamics of
drilling process, reflecting the amount of power used
in the machining process. Although vibration and
cutting force sensors are located close to monitored
tool, offering hence more representative
measurements, it is much easier to acquire the
current of the spindle or the feed motor, to monitor
the tool condition in a simple, but quite valid, way.
In contrast, temperature-based TCM, involving
infrared or fiber-optic pyrometers and infrared
thermography imagers, is a major challenge due to
numerous practical difficulties involved in cutting
processes.

2.2 Experimental set-up

Figure 3 presents schematically the experimental
setup of this work. As mentioned, vibration, spindle
motor current and tool temperature signals were
obtained during drilling operations conducted on
Yang SMV-1000, a three-axis computer numerical
controlled (CNC) vertical-type machining center.

The vibration signals were obtained from Kistler
8702/B25M1, single-axis K-shear accelerometer,
mounted on the workpiece longitudinally to the
drilling direction, i.e. the Z-axis. The accelerometer
has a measuring range of + 25 g, with a sensitivity
of 200 mV/g (£ 5%), while its frequency response
band ranges from 1 to 8000 Hz. Referring to the
spindle motor and the feed motor drives, the related
current signals were obtained with two self-powered
AC current transducers, LEM type AK 50 C10, with
galvanic isolation between the primary (high power)
and secondary circuits (electronic circuit). The
transducers have a primary nominal input current up
to 50 A and give an analogue output signal in the
range of 0-10 V DC, with an accuracy of + 1% and
response time < 100 ms. Moreover, non-contact tool
temperature measurements were performed with the

use of Eurotron’s IRtec series Rayomatic 10, a
compact digital infrared (IR) temperature transmitter
(IR pyrometer) mounted onto the tool bracket, at a
distance of d=10 cm from the drill point, with an
angle of 6=30° from the drill axis. The measuring
temperature range of the specific transmitter is from
0 to 600 °C, while it offers accuracy of + 1% rdg
and repeatability of + 0.5% rdg, with a target-to-
distance ratio of 25:1. The transmitter was calibrated
measuring the known temperature of a specific heat
source. Finally, the data from the above four sensors
was recorded to a PC, with a sampling rate of §
KHz, using a National Instruments Cdaq-9172 data
acquisition unit and National Instruments LabVIEW
software.

K-axis
YANG motor
EAGLE SMV-1000

Infrarcd
Pyromater PROCESSOR

DATA
ACQUISITION PC
uNIT

Figure 3: The experimental set-up

The experiments included drilling operations
performed by a HSS-Co5% twist drill of 10 mm
diameter, under dry conditions, to a number of
reinforced C-70 steel workpieces (length=170mm,
width=170mm, height= 20mm). Totally 109 bottom
holes, of depth=15mm, drilled per each workpiece
(Figure 4). The drilling path started from the 1A
hole, continued to 1B, 1C and so on, finishing the
first line (No. 1) of the workpiece. The process was
continuing to the next lines (2 to 11), until the last
hole 11K (Figure 5).

The whole process was provided with the use of
Missler TopSolid, CAD/CAM software. The
selected optimum drilling conditions were S=600
RPM regarding the spindle speed and F=100
mm/min for the feed rate. The duration for a drill
was 9 seconds, and for the whole workpiece was
estimated around 1800 seconds. The latter includes
the “dead” —or rapid movement— time between each
dril. One of the aims of this study was to
intentionally hasten the drill wear by performing
certain drilling operations, in specific workpieces,
with “false” conditions (S=800 RPM, F=110
mm/min) between the “normal” sets of drillings, in
order to investigate the impact of drill aging, and
consequently drill wear, to the monitored
parameters. For this scope, exactly after the drilling
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of hole 11K of the second workpiece, i.e. hole 218,
the above “false” cutting conditions were applied for
the operation of a whole workpiece; the experiment,
then, continued under the aforementioned optimum
conditions.

plece
holder

A BCDEFGH I J K
| [fefeolotalolalolo
:.'.'_T' -‘..'_._J @] ‘_:,'- [.'_ _.;
OOOOOOOODOEE
OO0 DOQOODOEGE
200000 BOOO0OO
ololololololololololo.
O.O.CC00.0.CCEGCLE
B () (30 D (N
olololololelolole])
! EENE @R E S
- --ﬁ.-1-|] -------------------------- - — E"'

Figure 5: Top view of the workpiece model
3. RESULTS AND DISCUSSION

The previously described cutting conditions and
drill aging strategy resulted to a quite significant
deterioration of the tool’s performance, evident even
from the third operated workpiece (WP 3) and,
finally, lead to a worn-out state due to which the
tool failed and stopped any further drilling on the
fourth workpiece (WP 4), after 367 drilled holes.

Figure 6 presents the raw pattern of the obtained
Z-axis vibration signals for the time period of
specific drillings and the evolution of this raw data
through the whole experimental process. As it can
be seen in Figure 6, the acquired vibration signals
can be characterized as consisting of short
oscillatory transients of high, narrow band
frequency, occurring randomly within the period
required to drill one hole. With the progress of drill
wear, the amplitude of these transients starts to

increase. Immediately before breakage, these
transients resemble those of a resonating system
responding to some impulsive excitation in the
cutting process at a frequency which is independent
of cutting conditions such as feed or speed. By far,
the majority of the vibration signals consist of
frequency components related to the dynamics of the
cutting system.

Z-axis Vibrations

0

-
L=
1

=10-

Hole 10 (WP 1 -28)
Amplitude [5*)
[ =]

Haole 261 (WP 3 - 5E) Hole 152 (WP 2 - 5E) Hole 43 (WP 1 - 5E)

Time (5)

Figure 6: Raw Z-axis vibration signals for the time
period of specific drillings (*9=9.81 m/s?)

More specifically, there is an indicative
“response” of the measured raw signal to the
progressively evolving tool wear. The drilling of
hole 2B of the first operated workpiece (WP 1),
generated vibrations within the range of
approximately £ 2 g, in a quite smooth signal
pattern; a regular operation of a brand new tool is
reflected to this steady-state stage. After 33 drillings,
hole 43 gave a vibration signal similar to that of hole
2B of the same workpiece. However, this signal
appears to be less smooth due to the presence of
numerous spikes across its length, especially at its
last part where some vibration spikes reach values
near to 10 g. The respective hole SE of the next
operated workpiece (WP 2), i.e. hole 152, gave a
vibration signal with a, certainly, rough second half
part in which several spikes fluctuate around the
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region of 10 to 12 g. Moreover, approximately 8
seconds from the start of the specific drilling
vibrations approach values near to 25 g, i.e. the
measuring limits of the employed accelerometers.
Even from this stage of the experiment, the pattern
of the generated vibration signal reveals possible
slight or moderate tool wear, a remark that can be
affirmed observing the next vibration signal,
regarding the drilling of hole 5E of the WP 3 (hole
261). Here, the roughness of the signal, in the last 5
seconds, became more intense and more
characteristic of a possible severe wear state of the
tool. The described dramatic change of the vibration
pattern could be considered as a preliminary
predictive index of excessive tool wear and,
consequently, tool failure which occurred indeed, as
mentioned, during a drilling on the next workpiece
WP 4.

Tool Temperature
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Figure 7: Raw temperature signatures for the time
period of specific drillings

In the same way as vibration signals, thermal
signatures, in Figure 7, appear to “react” to tool
wear. When the tool is brand new (hole 10), its
regular operation leaves a temperature offset that
fluctuates between 80 and 130 °C. As the tool
continues to drill, the overall temperature level of
the signal increases, reaching to a maximum of 150

°C for hole 43 and 220-240 °C for holes 152 and
261. It should be noticed that, although the
maximum temperatures for holes 152 and 261 seem
to be practically equal, the overall level and the
average value for hole 261 appears slightly
increased in contrast to that of hole 152.

Spindle Current

m
B+

Hole 10 (WF 1 -28)
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Hole 43 (WP 1 - SE)
Amglilude (A)
¥t
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&
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s 8

0 10
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Figure 8: Raw spindle motor current signals for the
time period of specific drillings

On the other hand, according to Figure 8, spindle
motor current signal, in a raw form, may not be
considered as legible tool wear index. Feed motor
current showed a raw signal pattern similar to the
spindle motor current’s one and it is neglected in
this analysis. It can be said that, both spindle motor
and feed motor current do not “react” to tool wear as
dynamically as other parameters, such as vibrations
and tool temperature; the obtained raw signals from
holes 10, 43, 152 and 269 have similar
characteristics and any effort to interpret and
correlate them in terms of tool wear is, at least,
unreliable. Thus, for these two parameters, further
analysis and signal processing are reckoned as
necessary.

In order to configure a more in-depth view of the
impact of tool wear to the measured parameters,
statistical ~(time domain) and Fast Fourier
Transforms (FFT) analyses (frequency domain)
were performed. Statistical analysis of the acquired
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signals included the assessment of mean, average,
maximum, variance, kurtosis and RMS values in
each signal. Kurtosis and RMS performed
significantly well as tool wear indicators but kurtosis
proved to be unable to “notify” and obviate tool
breakage. Hence, suggestively, Figure 9 shows the
chart resulted from the RMS values of the obtained
vibration signal and the related best fit curve,
through the entire duration of operations to the first
three workpieces, i.e. from hole 1 (WP 1 — 1A) to
hole 327 (WP 3 — 11K). Both the obvious trend of
the RMS values and, mostly, the best fit curve show
the expected; vibration measurements react to drill
wear, as it has been also noticed from Figure 6. The
machine tool is a dynamic system and as the wear of
the tool increases, cutting forces increase too and
consequently the system’s response will also
increase. This “interaction” between the tool wear
evolvement and vibrations, renders to an
exponential curve, as shown in Figure 9.

Amplitude (g*)
[*5]

b

| L |
| ) I|||.|.|||||h | il l
T~ f 1

.4|.| eI 1

——

1 51 101 151 201 251 301

Drilled Holes

f-axis Yibrations
—  (RMS ¥Yalues)

-  Exponential
Best Fit Curve
Figure 9: RMS values of the obtained vibrations and
the related best fit curve (*g=9.81 m/s?)

The corresponding function of the exponential
curve is giver from equation (1).

v=0.186-e"%" (1)

where V is the amplitude or the vibration value, in g
(vertical acceleration), and h is the number of drilled
holes which corresponds to tool wuse and,
consequently, to tool wear. Experientially, in such
cases, there is a threshold where the slope of the
curve increases in a sensible way that reflect the
worn-out state of the tool. For the current cutting
conditions, workpiece material and tool structure
this threshold is estimated between hole 327 and
340.

In the same way, Figure 10 shows the chart
generated from the RMS values of the obtained tool
temperature signal (tool thermal signature) and the

related best fit curve, for the same duration as Figure
9. As the tool wear increases during the time and the
process, the heat balance among the tool, the piece
and the chip is unsettled and consequently the
cutting edge temperature increases too. As with the
RMS vibration values, here, RMS tool temperature
values reveal the same substantial interaction
between tool wear and tool temperature that is
noticed in Figure 7 and can be described by a
logarithmic approach, i.e. the best fit curve that
corresponds to the function that is given by equation

).
T =12.45-1n(h) + 96.17 ()

where T is the amplitude or the tool temperature (in
°C). The logarithmic form of the above best fit curve
can be explained by the fact that, after a prompt
increment to the tool’s temperature value (transient
state), its finite heat capacity decelerates the rise of
the temperature within the tool material until a
critical “breakdown” in which the tool glows and
fails due to excessive wear and/or dissolving.
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Figure 10: RMS values of the measured tool
temperature and the related best fit curve

Figure 11 presents the chart resulted from the
RMS values of the obtained spindle motor current
signal and the related best fit curve, from drilled
hole 1 to 327. There is a slight, but evident, trend of
the RMS values of spindle motor current toward the
number of drilled holes and, consequently the tool
wear. This trend can be described by the linear best
fit curve in the same figure and mathematically
represented by equation (3).

I, =0.013-h+46.5 3)

where I is the amplitude or the spindle motor
current (in A). This linear function reflects the
slowly evolving increment to the spindle current’s
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values as the tool passes from the initial wear state
to moderate, severe and, finally excessive wear state
(worn-out). In other words, when the cutting tool is
almost new, it drills under optimum performance
consuming the less possible spindle motor
power/current. As the tool continues drilling, its
cutting edge cannot perform in an optimum way
and, therefore, the tool needs more power; as a
result, the spindle motor current consumption
increases progressively with the tool wear.

70

60

50

I
i e .|| ||1'~||"F.\|'r||"|

40

30

Amplitude (&)

20

10

1 51 101 151 201 251 301

Drilled Holes

— Spindle Motor
Current
(RMS Values)

— LiNear
Best Fit Curve

Figure 11: RMS values of the measured spindle
motor and the related best fit curve

During the analysis of the obtained signals that
were evaluated in this work, the feed motor current
proved to be the less representative parameter for
tool wear detection. As it has been already noticed,
raw data showed that feed current presents an almost
stable behaviour against progressive tool wear, a
fact that is confirmed by the statistical analysis, in
time domain, of this signal. Figure 12 shows the
evolution of the RMS values of the obtained feed
motor current signal and the related best fit curve,
for the operation of the first three workpieces. It is
clear that, the major part of these RMS values
ranges from 1 to 3 A with several, but random,
spikes across the entire signal, that reach values
from 4 to 5 A. Similarly to the spindle motor current
case, the best fit curve for the feed current is linear.

=

Amplitude {A)
w

| AL | AU

AP KRR RRO

1 51 101 151 201 251 301

j—-

Drilled Holes

Feed Motor
Current
(RMS Yalues)

o LIMEA"
Best Fit Curve

Figure 12: RMS values of the measured feed motor
and the related best fit curve

However the feed motor current’s amplitude
curve of Figure 12 remains constantly to the value
of approximately 1.5 A and, consequently, does not
indicate any interaction between the tool wear and
the feed motor current. The relative linear function
is given by equation (4):

I, ==7-10" -h+1.44 4)

where It is the amplitude or the feed motor current
(in A). As for spindle motor current, the above best
fit curve is described by a linear function, in the

form of ¥ =& X+ b. In this case, the slope of the

. —_— 75 .
curve is @ =—7-10 and, thus, it can be neglected
resulting to a nearly constant feed motor current

ho = 1'44, independent from tool wear.

In addition to statistical analysis, Fast Fourier
Transforms from time domain to frequency domain
is also a widely reported signal processing
technique, for such indirect methods of tool wear
monitoring. FFT is an efficient algorithm to compute
the discrete Fourier transform (DFT) and its inverse.
In this work, FFT analysis was applied to the raw
data of the obtained signals, using a 3™ order
Chebyshev bandpass filter with cutoff frequency
n~=4 KHz. Figure 13 presents the results of this
analysis to the signals of vibration for holes 10, 43,
152 and 261. The presented power spectral density
(PSD) of each signal is in fact the square of the FFT
(magnitude).
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Figure 13: FFT analysis of the obtained vibration

signals (*g=9.81 m/s?)
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Figure 14: FFT analysis of the obtained tool
temperature signatures

As other researchers have already mentioned
[25], different combinations of cutting conditions
result in different patterns and amounts of drill wear.
The various drill wear patterns may change the
resulting vibration signatures in the frequency
domain. Therefore, it is important to investigate the
effect of each type of wear on the vibration power
spectra generated during drilling process. This is
accomplished by performing “controlled” wear
experiments. In the experiments of the current work,
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due to lack of “controlled” aging mechanism, mainly
two types of wear were experimentally induced on
the drill, and the resulting vibration and temperature
spectra were evaluated. These types of wear are the
outer corner wear and the flank wear according to
Kanai and Kanda [26] classification. According to
the same researchers, the dominant types of wear
which result in drill failure and breakage are: chisel
wear, outer corner wear, flank wear and margin
wear.

Figure 13 indicates qualitively the increment of
the vibration signal’s power amplitude, in the
frequency range of 1.0-2.5 KHz, gradually with the
progress of wear. An almost identical trend is seen
in the temperature related signal (Figure 14). In
general, the vibration signals measured in the Z-axis
direction are predominantly affected by corner wear
and margin wear. Flank wear and chisel wear have
similar, but lesser effects on the vibration spectra, as
other researchers have mentioned [27]. The results
show, undoubtedly, that both vibration and
temperature spectra can be used to identify worn
drills.

Figures 15 and 16 show, in an unambiguous
way, the impact of tool wear to the tool edge’s
surface morphology. These images, obtained by a
microscope lens, confirm the observed and
previously discussed progressive tool wear that was
indicated, mainly, by both vibration signals and tool
temperature signatures and, secondly, by the spindle
motor current measurements.

Figure 15: Microscope-based view of the performed
tool’s edge before the experiment

Figure 16: Microscope-based view of the performed
tool’s edge after 367 drills (excessive wear)

4. SUMMARY

The presented experimental study investigated
the efficiency of vibration signals, tool temperature
signatures, spindle motor current and feed motor
current as in-process tool wear and/or breakage
indices in drilling.

A brand new drilling tool was employed to
perform several drills under selected “normal” and
“false” conditions in order to achieve a significant
level of wear. During these operations, an
accelerometer, an IR temperature transmitter
(infrared pyrometer) and two current transducers
were used to obtain the generated signals of
vibration, tool temperature and spindle/feed currents
respectively. Statistical parameters in time domain,
such as RMS, and FFT analysis in frequency domain
were used to extract the meaningful information
from the raw data.

The results of this work indicated a significant
interaction between specific signals and the
dynamics of the drilling process, i.c. the slowly
evolving tool wear. Even from a quick view to the
raw signals, vibrations and tool temperature prove
their supremacy as quite reliable and robust tool
wear prognostic indices. Further signal processing
of these two parameters clearly confirms their
reaction to tool wear, verifying Figure 2. Although,
it can be said that, tool temperature acquisition was
proved to be more suitable for implementation in a
real industrial environment, in contrast to vibration
monitoring  techniques, which are strongly
dependent on noise, cutting conditions and specific,
only, tool wear types. With regard to spindle motor
current, it was noticed that the acquired raw data
was inadequate to indicate a clear correlation
between this parameter and the tool wear.
Nevertheless, statistical processing helped to extract
a quite crescive curve reflecting a linear relation
between spindle motor current and tool wear. On the
other hand, feed motor current was found as
contraindicative parameter in this study. Neither raw
data analysis, statistical parameters nor FFT analysis
showed that tool wear could induce the
characteristics of feed motor current signal.

In conclusion, generally speaking, the simpler a
TCM system is, the less likely it is to fail. Reliability
was rated as being the most important concern by
those actually using some form of TCM. Thus, it is
obviously vital to minimize the complexity of any
future TCM system [6]. Further ambition of the
current research team is to:
= Develop practical vibration  monitoring

techniques which are sensitive to tool conditions

but relatively insensitive to cutting conditions
and sensor location.

= Assess the  applicability of  infrared
thermography, with the use of portable thermal
imagers, to tool temperature data acquisition.

= Prepare and implement several precise and

“controlled” rapid tool aging strategies.
= Investigate same or similar sensor-based

methods for in-process tool wear/breakage

monitoring in other cutting operations, e.g.

turning or milling.
= Enrich the presented monitoring system with a

fuzzy logic and neural network Dbased
classification tool.
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Summary

In the paper a dynamic model of spur gears was developed and compared with an experimental
data in case of simulation of vibration signals. Comparison was done on the basis of the signals
generated by the model and the real object.

The experiment was conducted on an experimental gearbox named DMG-1, that allows to
introduce other failures of gears. During the experiment correct work as well as incorrect work of
the gears due to misalignment were investigated. In the study a multi-body dynamics model of the
gears was developed. The MSC ADAMS software was used for model development and tests.
Simulations were conducted for different operation conditions; two values of rotational speed and
loading were studied. Behaviour of signals features was similar in both experiment and model for
investigated technical states (correct work and misalignment), this was observable by increase of
amplitudes for high order gear meshing frequency harmonics, in the model occurs modulations of
meshing harmonics by rotational speed, either.

To sum up, in the study it was shown that it is possible to simulate vibration signals by the
model of the gears created in multi-body dynamics software, what is evidenced by proper
generation of gear meshing frequency harmonics, dependent on rotational speed. For simulation of
misalignment the model exhibits greater sensitivity by bigger gain of examined parameters.

Key words: rotating diagnostics, modelling and signal processing for CM, diagnostics
of mechanical systems/machines/components.

MODEL KOL ZEBATYCH DO SYMULACJI SYGNALOW WIBRACYINYCH
DLA WSPOPRACY KOL Z PRZEKOSZONYMI OSIAMI

Streszczenie

W artykule zostal przedstawiony oraz poroéwnany z danymi eksperymentalnymi model
dynamiczny k&t zgbatych. Pordéwnanie zostalo przeprowadzone na podstawie sygnatow
generowanych przez model i obiekt rzeczywisty dla réznych stanow technicznych.

Eksperyment zostat przeprowadzony na demonstracyjnym stanowisku do badan przektadni
zgbatych DMG-1, ktore pozwala na wprowadzenie roznego rodzaju uszkodzen. Podczas
eksperymentu badana byla poprawna praca przekladni oraz stan niezdatnos$ci zwigzany z
przekoszeniem osi jednego z kol. W artykule zostal przedstawiony model dynamiczny kot
zgbatych zbudowany na podstawie metody uktadéow wielocztonowych. W celu budowy modelu i
przeprowadzenia testow zostalo wykorzystane specjalistyczne oprogramowanie komputerowe.
Symulacje zostaly przeprowadzone dla réznych warunkdéw pracy: rézne wartosci predkosei
obrotowej oraz obcigzenia. Trend zmian cech sygnatu wibracyjnego byl poréownywalny podczas
eksperymentu i badan modelowych dla badanych stanéw technicznych (poprawna praca,
przekoszenie) - wzrost amplitudy drugiej harmonicznej czgstotliwosci zazgbienia. Dla sygnatow
otrzymanych z modelu rowniez pojawily si¢ wstegi boczne wywotane modulacjami przez
predkos¢ obrotowa watow.

Podsumowujac, w artykule zostala przedstawiona mozliwo$¢ zastosowania dynamicznego
modelu kot zebatych opartego na metodzie uktadow wielocztonowych do symulacji sygnatow
wibracyjnych. CzestotliwoSci zazgbienia generowane przez model sg zgodne z zatozonymi
warunkami pracy (pre¢dkos¢ obrotowa, ilos¢ zgbow). Podczas symulacji stanow niezdatnosci
model wykazuje wicksza czuto$¢ na wprowadzone uszkodzenie niz obiekt rzeczywisty.

Stowa kluczowe: Diagnostyka maszyn wirnikowych, Modele dynamiczne kot zgbatych, Modelowanie
uszkodzen przektadni zgbatych.
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INTRODUCTION

Toothed gears are commonly used in various
power transmission systems. It is important to
collect information about their degradation
processes to prevent significant damages during
exploitation. Properly registered and processed
vibration signals may serve as a source of diagnostic
information [2, 3, 4]. In the mechanical diagnostics
it is very important to find vibration signature for
monitored failures. For classification of vibration
signals there are used other techniques e.g. advanced
signal processing algorithms or artificial intelligence
methods [5, 1]. Some authors [12, 16] focused
towards features that are used for the detection of
gear faults. In this works authors propose
categorization of these features into five different
groups based on their pre-processing needs.
Modelling the dynamics of gearboxes in useful in
condition monitoring, it allows to simulate signals
for other states of a gearbox that sometimes cannot
be checked in experimental way. There are several
modelling methods for simulating behaviour of the
gearboxes in case of generated vibration signals:
mathematic modelling, computer based finite
element methods and multi-body dynamics
approach. The multi-body analysis seems to be the
most suitable for such analysis, because it allows the
time domain integration of the solution, which
captures the nonlinear effects of bearing stiffness
and clearances, gear backlash, large rotations and
other nonlinear phenomena [14]. Specialized multi-
body dynamics software like ITI-SIM, SIMPACK,
LMS Virtual.Lab Motion and MSC ADAMS allow
to model three-dimensional gear bodies, tooth
microgeometry, global and local tooth stiffness. One
of the study describing multibody approach for
simulating vibration behaviour of the gears can be
found in [6]. The model permits the dynamical
simulation of planetary gearboxes, considering the
stiffness  characteristics. ~New  approach for
modelling gear systems was presented by S.
Ebrahimi et al. [7]. It assumes that teeth and the
body of gear wheels are rigid but they are
connected by elastic elements. In the [14] authors
present a methodology for calculation of gear
bearing forces, in focus on estimating gear noise.
Other paper which treats about multibody dynamic
model developed in multi-body dynamics software
MSC ADAMS are presented in [8, 11, 15]. Kong et
al. [11] presented dynamic simulations of the gears
in mesh for other states (as broken tooth). In the [8]
three models (an equivalent model, rigid-body
model, and frequency-based model) were compared
in case of simulation of the meshing forces. The
model which assumes nonlinear contact algorithm
between teeth of gears and geometric defects of
gears like chipped tooth and eccentric tooth was
presented in [15]. Authors present behaviour of the
model in steady and transition state conditions.
Referring to the study [6, 7, 8, 11, 14, 15] there is no

presented comparison of the results from computer
simulations with the experiment. In the real object
there are interferences of vibrations from all power
transmission system e.g. bearings, couples or
motors. In the articles authors do not present
quantitative comparison of the parameters of the
signals for correct and incorrect work of the gearbox
which is useful in condition monitoring.

In the presented study a dynamic model of spur
gears was presented. The model was developed in
multibody dynamics software MSC ADMAS. The
purpose of the modelling was to simulate vibration
signals for misalignment of gears. Misalignment is
one of the most common gears manufacturing
failure, it is associated with increased noise and
vibration level, as well as wear of gear teeth and
bearings failures. Gear misalignment excites second
order or higher gear meshing frequency harmonics
[13, 17]. The model was validated with
experimentation on the basis of features extracted
from vibration signals.

1. THE EXPERIMENT

The experiment was conducted in the Laboratory
of Mechanical Diagnostics at the AGH University of
Since and Technology in Cracow. The workbench
consists of a motor, elastic clutch, two pairs of gears
with gear ratio 1:1 and hydraulic pump 5 MPa.
There is possible to manipulate rotational speed by
steering system of the motor as well as changing
value of the loading by the hydraulic pump. The
experimental gearbox allows to introduce other
failures of gears such as misalignment, increased
centre distance of gears and pitting. In the
experiment acceleration signals were registered on
the bearing support in the vertical direction, the PCB
356A15 accelerometer has been used. A laser
tachometer was used for measuring rotational speed.
All the signals were measured by National
Instruments C Series module 9223, with a sample
rate up to 1 MS/s and simultaneous analog-to-digital
converters. The measuring system is presented on
the fig. 1.

Gearbox DMG-1
Accelerometer
Computer
NI9223

Laser Tachometer

Fig. 1. Experimental gearbox and measuring system

During the experiment, correct as well as incorrect
work of the gears due to misalignment were studied.
All measurements were conducted in the steady-
state conditions for other rotational speeds (400 and
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800 RPM) and other values of the loading (1 and 3
MPa). The registered signals were filtered by
cascade stop-band filter in such way to remove all
frequencies, beside of first five meshing frequency
harmonics. The width of the filter was set up to
include second order sidebands.
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Fig. 2. Signal measured in the experiment for
correct work of the gears, with high loading and
rotational speed 800 RPM
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Fig. 3. PSD for signal measured in the experiment
for correct work of the gears, with high loading and
rotational speed 800 RPM
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Fig. 4. Signal measured in the experiment for
incorrect work due to misalignment of the gears,
with high loading and rotational speed 800 RPM
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Fig. 5. PSD for signal measured in the experiment
for incorrect work due to misalignment of the gears,
with high loading and rotational speed 800 RPM

On the figures above example of the signals from
the experiment were presented; the fig. 2 and fig. 4
present time signal for correct and incorrect state of
the gears, the Power Spectral Density (PSD) of these
signals was presented on the fig. 3 and fig. 5. On the
presented figures it is observable that amplitude of
the second meshing frequency harmonic
significantly increase for misalignment.

2. THE MODEL OF THE GEARS

In the study a model of the gears was built in the
multibody dynamics software MSC ADAMS. Firstly
three dimensional CAD model of the gears was
developed in the CATIA software. Next the CAD
model was transferred into the ADAMS
environment. In the multi-body dynamics software
the model of the gears was properly constrained and
the forces were applied. The parameters of the gears
were presented in the table 1.

Table 1. Gear parameters.

Parameter Symbol | Value

Teeth z1, 72 29

Modulus m 3.065
Pressure angle a 20 [deg]
Pitch circle radius p 44,435 [mm]
Outer circle radius ra 47,5 [mm]
Base circle radius rb 41,755 [mm]
Root circle radius rf 40,605 [mm]

Two variants of gears dynamics modelling can
be distinguished; models where all phenomena
occurring in a power transmission system are
included and models which take into account only
phenomena inside of a gearbox. In the first kind of
models dynamics of motor, couples, gears and
working machine are included. Other approach
considers physical phenomena occurring only inside
of a gearbox, the time varying stiffness, technology
of gears mostly affect on dynamics. This approach is
used for calculating of dynamic forces in teeth or to
identify indicators of teeth failures [18]. In the real
object meshing stiffness vary in time, it depends
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from number of intermeshing teeth and deflection of
a tooth by the action of normal force during
meshing. Across of a path of action stiffness is
changing as a parabola function [18, 19]. In the
presented model meshing stiffness depends on
number of teeth in contact and parameters of contact
algorithm which assume elastic contact between
teeth. Depending from backlash teeth may lose
contact or work on opposite sides, this may induce
large impact forces associated with consecutive
single-sided or double-sided impacts, wrongly
designed backlash may cause teeth interference and
undercut [18]. On the fig.6 model view in ADAMS
software was presented.

Fig.6. CAD model of gears

In the model gears and shafts are considered as rigid
bodies, contact surfaces between teeth are flexible,
the backlash between gears was assumed, either.
The fixed joints between gears and shafts and
revolute joint between shafts and ground were used.
Constant rotational motion was applied on revolute
joint on the shaft of the active gear and a resistive
torque on the shaft of the passive one. The model
assumes ideal involute teeth geometry. On the fig. 7
the model was presented.

Fig.7. Model of gears

To simulate vibration signals during meshing,
contacts and Coulomb friction between teeth of two
gears were assumed. For contacts model the MSC
ADAMS Impact algorithm was chosen, because of
its robustness in numerical integration [15].
Equation (1) describes a contact force in the
ADAMS Impact algorithm. The contact force is
composed of two parts: the elastic component and
the damping force, which is a function of the
contact-collision velocity. By the definition of the

step function (2), the damping force is defined as a
cubic function of penetration depth [11].

F= {P:’{.rg. —&)F 4 C5dx <Xy
0 FEE (1)
0 x> xp
5 =4(3 = 28d) 8%y —d 2 X € xp,
1 x=Exp—a )

In the equation (1-2) Ad=x,-x; describes deformation
of a body, K contact stiffness, e force exponent, C
damping parameter and penetration depth was
assigned by d. Stiffness between teeth pair in contact
can be described by the Hertz elastic contact theory
(3). In this model stiffness was described by a pair
of ideal cylinders in contact [9,11].

dy coslo,) tan {u‘;j’FL .

g=opbp =it
T30 3| 201+ feos(fy) |
1 1-v} 1-v -
S +
E E, B,
8y = atan {tong cosu,) (3)

In the equation (3) the R describes equivalent radius
of two contacting bodies, E* equivalent Young’s
modulus of two contacting bodies, i gear ratio, d;
diameter of standard pitch circle, a;’, a, transverse
pressure angle at engaged and standard pitch circle ,
b, Py helical angle at the pitch and base circle, v;, v,,
Poisson ratio of the pinion and gear. The Young’s
modulus of pinion and gear are described by E;, E»,
respectively. In the model it was assumed that the
gears are made from steel with Young modulus
2.1%10"" Pa, and Poisson ratio 0.3. The equivalent
Young modulus for two bodies in contact
1.153*10"" Pa. In the contact algorithm the damping
coefficient was assumed as 0,1% of contact
stiffness. Determination of the force exponent was
based on the experiment. The material of the gears is
alloy steel the parameters for Coulomb friction were
taken from the literature [11, 15]. Parameters used in
ADAMS Impact algorithm are presented in table 2.

Table 2. Contact parameters for MSC ADAMS.

Parameter Symbol | Value

Contact stiffness K 2.9852%10°
[N/mm>?]

Damping coef. C 3000
[Ns/mm]

Force exponent e 1,3

Static friction coef. L 0,1

Static transition vel. V, 1 [mm/s]

Dynamic friction Vg 0,08

coef.

Friction transition Vi 10 [mm/s]

vel.
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For dynamic simulation of the model the integrator
WSTIFF and the Stabilized Index-2 (SI2)
formulation were chosen. The integrator WSTIFF
allows control the numerical integration of the
equations of motion for a dynamic analysis [10].
Parameters of simulations are like follows: number
of steps 6000, simulation time 1s, rotational speeds
400RPM and 800RPM. Two values of torque were
used during simulations 100 and 200 Nm. During
the simulation force signal was measured in vertical
direction between gear and shaft. On the fig. 8 and
10 signals obtained from the model tests were
presented.

FN)

t[s]

Fig. 8. Signal from model for correct work of the
gears, with high loading and rotational speed 800
RPM
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Fig. 9. PSD for signal from model for correct work
of the gears, with high loading and rotational speed
800 RPM
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Fig. 10. Signal from model for incorrect work due to
misalignment of the gears, with high loading and
rotational speed 800 RPM
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Fig. 11. PSD for signal from model for incorrect
work due to misalignment of the gears, with high
loading and rotational speed 800 RPM

On the plots above force signals between gear and
shaft during the time of simulation are shown, as
well as spectra of this signals. The signals were
filtered by cascade pass-band filters in the same way
as in the experiment; to receive only bands with
harmonics of the meshing frequency. The location
of the meshing frequency harmonics (fig. 9 and 11)
is compliant with theory (4).

Fin =3 B =1 (4)

In the equation (4) F,, meshing frequency harmonic,
z number of teeth, F,, rotational frequency and n
harmonic number. For gears with misalignment of
the axes on the spectra, modulations of meshing
frequency harmonics by rotational speed were
observable, also there was significant increase of the
second meshing frequency harmonic.

3. ANALYSIS OF THE RESULTS

In this chapter comparison of estimates of the
signals from the experiment and the model was
presented. Comparison has been done on the basis
of energy value estimated in the bands for meshing
frequency harmonics [12, 16]. Incorrect work of
gears was due to misalignment of one gear axes
about 1 degree. Measurements have been done for
two rotational speeds: 400 RPM, 800 RPM and for
case with low and high loading. In the study the
signals were filtered by pass-band filter to receive
signal containing particular meshing frequency
harmonic and its second order modulation
sidebands; in the study first five meshing frequency
harmonics were considered. On the fig.12 the RMS
values in the bands were presented, for signals
measured during the experiment.
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Fig. 12. RMS in bands for signals from experiment, a) 400RPM, low loading, b) 400 RPM, high loading, c) 800
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It is observable that energy in bands increases for
misalignment, particularly for higher harmonics. For
experiment with low rotational speed increase of
RMS about 20% was observable for misalignment
of the gears comparing to correct state, fig. 12a) and
fig. 12b). For second rotational speed, fig. 12¢) and
fig. 12d), the increase of energy in bands (about
30%) due to misalignment was observable,
especially for GMF2, GMF3 and GMF4. For the
model simulations behaviour of the examined
feature was similar, fig 13. The significant gain of
signal energy in case of gears misalignment can be
observed. In every case there is significant increase
of the second GMF.

To sum up, in the study it was shown that it is
possible simulation of gears vibration signals by
model of the gears created in multibody dynamics
software, what was evidenced by proper generation
of GMF harmonics. For simulation of gears
manufacturing errors (misalignment) the model
exhibits greater sensitivity than real object; bigger
gain of RMS values in the bands due to
misalignment comparing to the experiment.

3. SUMMARY

In the presented study the dynamic model of the
spur gears was developed and compared with an
experimental data in case of simulation of vibration
signals for other technical states of the gears. In the
paper manufacturing failure as misalignment of
gears' axes were studied. To build and simulate the
model of the gears MSC ADAMS software was
used, simulations were conducted for different
operation conditions of the gears. The model allows
simulation of the force signals between shaft and
gear during meshing, in the experiment the
acceleration signals on the bearing support were
measured, nevertheless indicators for misalignment
were similar in both cases. It is observable by
increase of amplitudes of higher order GMF both in
the experiment and simulation, there also occurs
modulations of GMF by rotational speed frequency
in case of misalignment. The model exhibits greater
sensitivity for misalignment what can be seen by
greater increase of analyzed estimators comparing to
correct work of the gears. This behaviour could be
explained by simplifications assumed in the model
like: lack of lubrication and application of rigid
bodies for gears and shafts.

Presented three-dimensional model allows for
simulation of vibration signals during meshing of
the gears. In distinction from study conducted so far
[6, 7, 8, 11, 14, 15] in the paper comparison of the
model with experimental data was presented. The
presented model should be improved. Instead of
rigid-elastic model, fully elastic model could be
build by application of flexible bodies, this allows to
take into account deformation of a shaft and teeth in
mesh. In the future model bearings should be

included, either. Such improved model could be
used for identification of vibration signature of gears
failures in high-power machinery, what would be
useful in condition monitoring.

This study was supported by Grant No.
15.11.130.146
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Summary

Defining the expected functionality of a designed diagnostic system is the most critical stage of
the development process. In general, needs that describe such system can be determined by means
of a requirement set pursued by the designed system. One important task during the requirement
acquisition process is the problem of requirement management. Specific requirements can be
defined based on information from multiple sources, and the acquisition process is reduced to that
of a negotiation between a customer and a contractor. However, an immediate application of many
well-known software engineering methods is impossible in the case of diagnostic systems. Issues
arise due to difficulties in defining a customer in the negotiation process. The proposed approach
relies on considering a technical object as a virtual customer in the negotiation process. The
customer is represented by an expert system with a knowledge base in the form of a multimodal
statement network.

Keywords: requirements management, diagnostic system, multimodal statement network, expert system.

GROMADZENIE WYMAGAN DLA SYSTEMOW DIAGNOSTYCZNYCH

Streszczenie

Jednym z najtrudniejszych fragmentéw procesu projektowania systemu diagnostycznego jest
etap definiowania oczekiwanej funkcjonalno$ci takiego systemu. Potrzeby opisujace taki system
mogg by¢ okre$lane za pomoca zbioru wymagan stawianych projektowanemu systemowi.
Waznym zadaniem pojawiajagcym si¢ w procesie gromadzenia wymagan jest odpowiednie
zarzadzanie tym procesem. Poszczegdlne wymagania moga by¢ definiowane na podstawie wielu
zrodet a sam proces ich pozyskiwania zazwyczaj sprowadza si¢ do negocjacji pomigdzy klientem
a potencjalnym wykonawcag projektu. Bezposrednie zastosowanie jednej z wielu znanych metod,
rozwijanych w ramach inzynierii oprogramowywania, jest jednak w tym przypadku niemozliwe.
Spowodowane jest to przede wszystkim trudnosciami w zdefiniowaniu klienta dla procesu
negocjacji. Zaproponowano sposob postgpowania polegajacy na rozpatrywaniu obiektu tech-
nicznego jako wirtualnego klienta w procesie negocjacji. Klient ten reprezentowany jest przez
system doradczy z baza wiedzy w postaci wiclomodalnych sieci stwierdzen.

Stowa kluczowe: zarzadzanie wymaganiami, systemy diagnostyczne i doradcze, wielomodalne sieci stwierdzen.

1. INTRODUCTION

Modern technology development results in more
and more complex systems and technical objects. As
their complexity increases, it is necessary to develop
diagnostic systems in order to minimize an
operational risk. Technical objects under the
development are characterized by complexity as
well as innovative solutions. With such objects it is
possible to observe various signals (process
variables and residual processes). At the same time,
an advanced signal processing and analysis methods
often performed with artificial techniques and
methods is critical to acquire reliable estimates of
the systems condition. Due to the above, the process
of designing diagnostic systems is not an easy task.

In a majority of cases the process is multi-stage. It
incorporates a need of recognition or a definition of
a function that the developed diagnostic system
should perform. Next, it is necessary to generate a
set of solutions for meeting the defined functions as
well as determining existing or likely constraints
(limiting criteria). The final phase of this process
includes establishing of selection criteria and
selecting an optimum solution that meets all
accepted criteria. While searching for subsequent
solutions of a diagnostic system it is clear that
operating principles of a technical object for which
the diagnostic system is designed should be
accounted for. The issue concerns both the object's
internal structure as well as its operating conditions.
Moreover, domain specific requirements (technical
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Fig. 1. Morphological table as a set of possible solutions

diagnostics) should be taken into account.

In general, a set of possible solutions of a
diagnostic system can be represented using various
techniques and methods. One such approach is the
so-called morphological table [18] that is a common
tool in the process of designing machinery and
hardware. The morphological table concept is
illustrated in Fig. 1. The successive rows of this
table refer to the expected functionalities of the
designed system. They incorporate row elements —
variants of solutions to meet the expected
functionality. The table size depends on two factors.
Object characteristics for which the diagnostic
system is developed influences the number of rows
in a table whereas potential diagnostic methods and
techniques determine the number of elements in
particular rows.

Having a complete morphological table one may
generate solutions of a diagnostic system (as shown
in Fig. 1, for example) in the form of a combinations
of selected variants of solutions to meet particular
needs. In a generic scenarios and provided the table
does not included repetitions it is possible to develop
a set of solutions of the size

HZmrﬂT{II 17,
t ) (1

where €@rd(F;) is the number of elements of the
row i of the table - i.e. the number of possible

solution to meet the functionality i. Briefly,
application of a morphological table guarantees that
all possible solutions of a diagnostic system project
will be included in the design process. However,
note that the set of possible solutions may include
solutions that would be technically infeasible,
incomplete or simply irrational. They should be
eliminated in subsequent stages of the design
process e.g. by using the cross consistency
assessment method (CCA) [14].

The process of selecting a final solution out of a
general set of all solutions is an optimisation
problem and a multicriterial optimisation one in
particular. Given the k-dimensional vector of
criteria, the optimum solution is searched for in a set
of possible solutions (to be determined by the
morphological table). The range of key criteria to be
examined in the design process includes [6]:

e cconomic criteria (e.g. minimum cost, minimum
risk),

e operational criteria (e.g. minimum response
time),

e ergonomic criteria (e.g. personnel's maximum
safety),

e manufacturing criteria (e.g. application of
available materials and technologies), etc.

The process of defining a morphological table is
a challenging task. It can be aided using a set of
requirements that describe designed diagnostic
systems.
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2. REQUIREMENT ENGINEERING

The concept of a “requirement” is defined in
various ways in the available literature [8, 12, 16,
17]. The definitions are usually related to a specific
branch of science, e.g. software engineering in
which the concept is widely used. In order to
generalize, a requirement is a statement that
describes selected functions to be realized/performed
by a solution that is a result of a project's
implementation. Exemplary requirements for
diagnostic system needs can be the following
statements:

o temperature field acquisition in an environment
of the object's element X is necessary to
positively determine a technical condition of the
object,

e it’s necessary to measure pressure in a pipeline
supplying a working medium to the control valve
ZR03.

Defined requirements should not include any
description of a specific problem solution but the
description of a particular need only. However, at
the same time it should be emphasized that the
concept of a requirement is not identical to the term
“need”. In general, one need can be described with a
numerous set of requirements, or different needs
may results in identical or similar requirements.

1.1. Defining requirements

One domain that specializes in requirements is
requirement engineering (see Fig. 2). The scope of
requirement  engineering  incorporates  two
fundamental tasks (processes), i.e. requirement
definition and requirement management. The
process of requirement definition includes then four
fundamental stages, i.e. acquisition, analysis,
specification and verification of requirements.

One purpose of the requirement acquisition stage
is the development of a set of requirements that

describe properties of a designed system. In
literature the stage is often called an accumulation,
identification, formulation, determination or
disclosure of requirements. Each term reflects the
character of the acquisition process which depends
on properties and characteristics of an object that it
is designed for. Eliminating of conceivable
contradictions occurring in a set of acquired
requirements is carried out during the analysis stage.
Next, one important stage in the requirement
definition process is the specification of
requirements that incorporates all actions related to
recording and documenting of requirements into a
form that is adequate for system designers. Possible
format include natural languages, symbolic,
graphics, etc. Finally, the last stage of the acquisition
process includes a verification of a set of
requirements involving tests for correctness,
completeness and, e.g. importance of all acquired
requirements.

Note that the described stages are often mutually
dependent and realized simultaneously in a majority
of cases. Effectively, the results influence each other
[12, 16].

In a majority of projects requirements are often
acquired from various sources which may include,
e.g. project's team, end user, existing solutions,
rules, standards, domain experts, law, final product
prototypes, knowledge and experience of people
executing a specific project, etc. The level of
accessibility of particular sources of requirements
depends on specifics of a domain in which a project
has been realized. The acquired requirements should
account for all operational aspects of technical
means ranging from fundamental functional
requirements describing principal characteristics of
a designed object to specific requirements related to,
e.g. safety, appearance, usability, etc. The size of
the final requirement set depends on the object scale.
Small-scale projects will involve hundreds of
requirements whereas large-scale projects will
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utilize a huge set of requirements incorporating
hundreds of thousands of requirements [12].

1.2. Specification of requirements

The process of defining requirements involves
numerous requirements. In many circumstances they
may not meet the accepted or imposed constraints or
they are contradictory. Therefore, they should be
rejected or modified at one of the requirement
definition  process stages (analysis and/or
verification). The requirement set is then recorded in
a document — requirement specification. According
to the standard IEEE 830 [7] that defines
requirements specification for IT (Information
Technology) projects such document should be:

e correct — each requirement is a requirement to be
met by a designed system,

e unambiguous — each requirement must be
interpreted in only one possible manner,

e complete — the document contains a set of all
possible and essential requirements,

e consistent — the set of requirements cannot
contain contradictory elements,

e ranked for importance and/or stability — each
requirement should have a granted priority
(importance level) for a better management of
the requirement set,

o verifiable — there must exist a (funded) process to
determine whether specific requirements can be
accomplished in a timely and realistic manner,

e modifiable — the specification document
structures should allow for changes in the
requirement set,

e traceable — the origin of each requirement as well
as their mutual relationships should be
identifiable.

1.3. Requirement management

One important task in the requirement definition
process is its management. The course of this task
warrants a final success (a correct form of the
re