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Abstract  

High-voltage circuit breakers will emit continuous vibration signals during operation. The signals contain 

a large number of pulses and fluctuations caused by faults. They are the main data source for evaluating the 

functioning condition for high-tension breaker switches. To aim for examine its vocal features in vibration 

acoustic signals of high-tension breaker switches in different operating states, a prototype similarity domain 

adaptive spectral morphological neural network (PSDA-SMNN) was proposed. First, the vibration signal is 

denoised using spectral morphology variational mode decomposition combined with fast singular value 

decomposition method. Secondly, the labeled data of a certain operational state serves utilized for this 

information origin area, while this untagged information from different operational states serves utilized for 

this training objective area, and the prototype network distance similarity is used to align the feature distribution 

between the domains; then, meta-training is used to the domain network undergoes internal supervised training, 

and the network in the target domain undergoes external unsupervised training using the virtual label 

backpropagation algorithm. Through internal and external loop training, the difference in feature distribution 

between domains is reduced, and unlabeled faults of high-tension breaker switches in varying operational states 

are recognized. Test outcomes indicate which the suggested framework is able to precisely identify the 

malfunction operational condition for high-tension breaker switches and detect common issues for high-tension 

breaker switches under various interference settings, having a classification precision of approximately 95%. 

 

Keywords: high-voltage circuit breaker, voiceprint recognition, prototype similarity domain, deep transfer learning,  

spectral morphology variational mode decomposition 

 
1. INTRODUCTION 

 

As a critical apparatus in the electrical network, 

the dependability and steadiness of the high-tension 

breaker’s operational mechanism are directly linked 

to the secure operation of the whole electrical 

network. With the increase of electrical demand and 

the advancement of technology, it is especially 

crucial to perform continuous surveillance and 

malfunction diagnosis of the operational mechanism 

of high-tension breakers. Traditional diagnostic 

methods mainly rely on manual inspection and 

regular maintenance. This method is not only 

inefficient, b ut also difficult to detect potential faults 

in time, increasing the risk of accidents. Therefore, 

developing an efficient, accurate and automated 

diagnostic technology has become an important 

issue in modern power system maintenance [1-3]. 

As a non-contact detection method, voiceprint 

recognition has shown great potential within this 

area for machinery anomaly detection. It analyzes 

the sound signals generated by mechanical 

 
Received 2025-02-08; Accepted 2025-06-09; Available online 2025-07-02 

© 2025 by the Authors. Licensee Polish Society of Technical Diagnostics (Warsaw. Poland). This article is an open access article distributed 

under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). 
 

equipment during work, extracts feature 

information, and combines it with machine learning 

algorithms to achieve fault classification and 

prediction. Li et al. and Xie et al. [4-5] proposed a 

method based on short-time Fourier transform 

(STFT), which can convert the sound signal within 

this temporal range to a frequency map to capture 

different frequency components changes. However, 

STFT has the problem of low resolution when 

processing non-stationary signals, which limits its 

application in complex working conditions. In order 

to overcome this limitation, Wang et al. introduced 

the wavelet transform (WT) technology, which can 

decompose signals at multiple scales and improve 

the ability to capture transient features. Nonetheless, 

WT is more sensitive to noise and can easily lead to 

misjudgment [6-8]. In addition, Chen et al. applied 

the long short-term memory network (LSTM) to 

voiceprint recognition, which effectively solved the 

memory problem of temporal sequence information 

and enhanced the construction of long-term 

dependencies. model ability [9-11]. However, 
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LSTM still has the problem of gradient 

disappearance when faced with high-frequency 

changing voiceprint features, which affects the 

convergence speed of the model [12-14]. Hu et al. 

proposed an improved LSTM model combined with 

an attention mechanism. By introducing an attention 

weight allocation mechanism, the model can focus 

on important feature areas and improve the 

discrimination of different types of faults. At the 

same time, Zhao et al. applied an autoencoder for 

unsupervised feature learning, which can complete 

preliminary feature extraction in the absence of label 

data, further improving the model's general 

performance [15-17] capabilities.  

The domain adaptation method is also an 

extremely effective method for fault diagnosis. By 

adding virtual pseudo-labels to the target domain 

data based on the self-training method, and 

improving the credibility of the virtual pseudo-labels 

through backpropagation, label-free recognition of 

the target domain is achieved [18-19]. Sun et al. 

proposed a reverse pseudo-label optimal 

transmission method to calculate the distribution 

differences in different domains through 

Wasserstein and Gromov-Wasserstein clustering 

[20-21]. Han et al. [22] proposed a deep migration 

method, using CNN to establish a feature extractor 

and using JDA to align features in different domains, 

and used virtual pseudo labels to reversely update the 

feature extractor parameters to complete the label-

free state. Identify. Yang et al. [23] proposed a deep 

transfer learning method of polynomial kernel-

induced MMD, which uses virtual labels to learn the 

conditional distribution shifts of different domain 

features. Feng et al. [24] proposed a semi-supervised 

meta-learning network that squeezes incentive 

attention, and achieved label-free fault identification 

of bearings under varying working conditions 

through prototype distance similarity. 

This paper proposes a prototype similarity 

domain adaptive spectral morphological neural 

network (PSDA-SMNN), aiming to solve the 

limitations of existing technologies for anomaly 

detection in high-tension breaker switches. 

Specifically, we first use spectral morphology 

variational mode decomposition combined with fast 

singular value decomposition method to denoise the 

vibration signal. Secondly, the labeled data of a 

certain operational state serves utilized for this 

information origin area, while this untagged 

information from different operational states serves 

utilized for this training objective area. The 

prototype network distance similarity is used to align 

the feature distribution between the domains. Then, 

the source domain network is internally supervised 

and trained using meta-training, and the target 

domain network is externally unsupervised using the 

virtual label back propagation algorithm. The 

difference in feature distribution between domains is 

reduced by internal and external loop training, and 

unlabeled faults of high-tension breaker switches in 

varying operational states are recognized. 

The primary achievements from the document 

are as listed: 

Innovative denoising method: A denoising 

method combining spectral morphological 

variational mode decomposition with fast singular 

value decomposition is proposed, which 

significantly improves the signal quality. 

Prototype similarity domain adaptation 

framework: A new prototype similarity domain 

adaptation framework is constructed, which aligns 

the characteristic spread in the origin area and the 

destination area through the prototype network 

distance similarity, and enhances the generalization 

ability of the model. 

Efficient internal and external loop training 

strategy: An efficient and stable training process is 

achieved by combining meta-training and virtual 

label back propagation. 

Experimental verification and performance 

comparison: Extensive experimental verification 

was conducted through the acoustic dataset 

collection from the high-tension breaker switch 

operating mechanism under four different working 

conditions. The outcomes indicate that the suggested 

framework possesses a diagnostic precision of 95% 

for typical faults in different noise environments. %, 

which is better than several existing mainstream 

models. 

 

2. PROTOTYPE SIMILARITY DOMAIN 

ADAPTIVE SPECTRAL MORPHOLOGY 

NEURAL NETWORK  

 

2.1. Spectral morphology variational mode 

decomposition denoising process 

In order to accurately extract the voiceprint 

information contained in the oscillation waveform 

from the electrical switch and eliminate the adverse 

effects of noise, the vibration signal is subjected to 

noise reduction processing. Perform spectral 

morphological variational mode decomposition on 

the original vibration signal. First perform 

variational mode decomposition, and then determine 

the value of the decomposition layer number K: 

initialize the intrinsic type operation, central pitch, 

Lagrangian operator, and the count of cycles n=0, the 

number of decomposition layers K=2, the process is 

as follows: 

𝑥(𝜔)−∑𝐾
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In the formula: x is the input signal, k=1,2..., K; 

α is the penalization factor, τ is the time step, and 

"→" means update. 
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According to the above formula, update. The 

iteration stop condition is: 

∑𝑘
||𝜇̂𝑘

𝑛+1−𝜇̂𝑘
𝑛||2

||𝜇̂𝑘
𝑛|2

2 < 𝜀                 (4) 

Perform fast singular value decomposition on the 

determined eigenmode function: 

Assume that the determined intrinsic mode 

function is𝜇̂𝑘 = [𝑦1, 𝑦2, … 𝑦𝑁], N is the length of the 

signal, then the Hankel matrix can be constructed. 

𝐴 = [

𝑦1 𝑦2 ⋯ 𝑦𝑛

𝑦2 𝑦3 ⋯ 𝑦𝑛+1

⋮ ⋮ ⋱ ⋮
𝑦𝑚 𝑦𝑚+1 ⋯ 𝑦𝑁

]                (5) 

Where:𝑁 = 𝑚 + 𝑛 − 1, select half of the length 

of the oscillation waveform as the best count of rows 

m of the Hankel matrix. Matrix A can be 

decomposed into: 

𝐴 = 𝑈∑𝑉𝑇                          (6)  

In U represents the left principal matrix, V 

represents the right principal matrix; the square 

matrix ∑ = [
∑1 0
0 0

] , and∑1=𝑑𝑖𝑎𝑔(𝜆1, 𝜆2, ⋯ , 𝜆𝑟) , 

are the singular values 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑟 > 0 of 

matrix A. 

Perform signal reconstruction and determine the 

vibration signal after noise reduction. The signal 

after noise reduction is shown in Fig. 1. After noise 

reduction processing, the white noise interference in 

the environment is filtered out. 

 

2.2. Prototype similarity domain adaptive 

network 

The architecture framework configuration 

developed in this document is presented in Fig. 2. 

The framework comprises source domain feature 

extractor (Gf1), fault classifier (Gd1), target domain 

feature extractor (Gf2), and fault classifier (Gd2). 

During the training process, internal loop training is 

first performed on Gf1 and Gf2, so that the source 

domain network can learn the status knowledge of 

the circuit breaker, and then the network parameters 

of Gd1 and Gd2 are updated through external loop 

training. During the entire process, the network 

parameters within the source region and target zone 

are uniformly disseminated.

 

 
Fig. 1. Noise-reduced signal of normal closing operation for high-voltage circuit breaker 

 

 
Fig. 2. Network model architecture diagram 
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Fig. 3. Schematic diagram of prototype network 
 

 

To purpose for precisely determine the current 

condition of the circuit breaker under changing 

operating conditions, this paper proposes to use a 

prototype network and virtual pseudo-label strategy 

to mine the invariant characteristics of domain faults 

and diagnose unlabeled faults of the electrical switch 

in varying operational scenarios. 

The network assumes that in a multi-category 

space, each category has a prototype point. The 

closer the sample in the space is to the prototype 

point, the greater the probability that the sample 

belongs to the prototype point label. Fig. 3 shows the 

corresponding 3-category sample. Prototype point. 

The prototype network maps input features to M-

dimensional feature space through a deep neural 

network. By calculating the mean of the sample in 

M-dimensional space, k is the sample label; 

represents the number of samples belonging to the 

kth category. 

Take the data from the query set to verify the 

prototype network, that is, calculate the distance 

from the prototype point and normalize the distance:  
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(7) 

In the above formula, d is the elastic distance; 

𝑘 ′ ∈ {1,2, … , 𝐽}  is the sample type. The cost 

operation throughout the learning procedure is as 

outlined: 

 𝐿𝜙 = −
1

𝑛𝑞
∑

(𝑥𝑖
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,𝑘𝑖
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~
))     

(8) 

The target domain virtual loss function 

constructed in this article is as follows: 

𝐹 =

[
 
 
 
𝑓1,1 𝑓1,2 ⋯ 𝑓1,𝑚

𝑓2,1 𝑓2,2 ⋯ 𝑓2,𝑚

⋮ ⋮ ⋱ ⋮
𝑓𝑛,1 𝑓𝑛,2 ⋯ 𝑓𝑛,𝑚]

 
 
 

              (9) 

𝑃 = 𝑂𝑛𝑐ℎ𝑜𝑡(𝑚𝑎𝑥( 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐹)))               (10) 

𝑃 = [

𝑝1 0 ⋯ 0
𝑝2 0 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝑝𝑚

]                (11) 

𝐿𝑠 = −∑𝑛
𝑖=1 𝑝̂𝑖𝑔 𝑙𝑜𝑔( 𝑓𝑖), 𝑝̂𝑖 = {𝑝𝑖 , . . . ,0},      (12) 

In the above formula: F is the output feature of 

the fault classification model in the target domain; P 

is the virtual label obtained by processing the output 

feature using the Softmax function combined with 

Onehot encoding technology; is the cross-entropy 

loss function, used to calculate the error between F 

and P to update the entire Network parameters. The 

calculation process of virtual tags is shown in Fig. 4.  

The diagnosis process is: perform supervised 

inner-loop training on the source domain model so 

that the model can learn the state knowledge of the 

source domain. Perform outer loop training on the 

target domain network, first update the feature 

extraction model parameters of the origin realm and 

destination realm grounded upon the gap among the 

query set and the prototype point, and then use 

virtual labels to update the relevant model 

parameters of the target domain. Through internal 

and external training, the invariant features of 

domain faults are mined to complete the transfer of

 

 
Fig. 4. The process of computing Pseudo-Labels 
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Fig. 5. Voiceprint acquisition system 

 

source domain knowledge. Test model: Model 

testing is divided into origin realm and destination 

realm fault testing. The source domain testing is to 

prove the feature extraction capability of the feature 

extractor, and the target domain testing is to prove 

that the method can diagnose the variable working 

condition unlabeled fault of the circuit breaker. 

 

3. EXPERIMENTAL ANALYSIS 

3.1. Experimental device 

A high-voltage circuit breaker in northwest 

China was used as the experimental object for 

voiceprint collection. Fig. 5 shows the voiceprint 

collection system of the operating mechanism 

regarding the high-tension electrical switch. In 

accordance with the system collection front end, the 

CHZ-213+YG-201 sound pressure sensor was 

selected, and its nominal sensitivity is 50mV. /Pa, 

the frequency range is 20Hz-20kHz, and the signal 

is sent to the host computer using a signal acquisition 

device. According to the sampling theorem and 

combined with engineering experience, the sampling 

rate of each channel of the acquisition system is set 

to 48kHz. Arrange the sensor array. The sound 

pressure sensor is arranged on the circular outline of 

the circuit breaker (1.5m away from the reference 

emission surface of the circuit breaker) with a height 

of 0.75m. The distance between sensors on the same 

side is d=0.5m. All sensors have capacitive poles. 

The head is facing the circuit breaker, and the 7-

channel sensors are M1~M7 in order3.2. PSDA-

SMNN model verification analysis 

In this section, several transfer learning tasks 

with multiple source domains are designed using 

multiple datasets. Such endeavors intend to ascertain 

the efficacy of the suggested approach. This 

document employs three dataset collections to 

ascertain the efficacy of the suggested approach. 

The voiceprint data set 1 (D1), data set 2 (D2), 

and data set 3 (D3) of the high-voltage circuit 

breaker operating mechanism under different 

environmental working conditions were selected 

respectively. In this study, D1, D2, and D3 are 

composed of four status modes, namely normal 

closing (N), 

The shaft pin falls off (F1), spring fatigue (F2), 

and the iron core is stuck (F3). Each failure mode 

contains 150,000 voiceprint data, which are 

organized into 1000 samples; each sample contains 

150 voiceprint data. The dataset collection is 

partitioned into learning collection and evaluation 

collection in accordance with the proportion of 7:3. 

The D1-D2, D1-D3, and D2-D3 diagnostic tasks 

were designed using the data sets D1, D2, and D3. 

Transferring tasks D1-D2 signifies that the 

framework is educated upon the annotated origin 

dataset gathered under operational scenario D1 and 

conveyed to the unannotated destination dataset 

gathered under operational scenario D2. In the pre-

education procedure, the acquisition velocity is 

established to {0.001, 0.002 0.003, 0.004, 0.005}, 

the value range of the hyperparameter is {0.1, 0.2 

0.3, 0.4, 0.5}, and Adam is used to optimize the 

controller, model accuracy and learning the 

relationship between rate and hyperparameters is 

shown in Fig. 6. 

 
Fig. 6. 3D Visualization of learning rate, 

hyperparameters, and model accuracy 

 

To purpose for ascertain the efficacy of the 

framework, juxtapose it with the efficacy of the 

subsequent neural network: MMD-DANN 

(Maximum Mean Discrepancy Domain Adversarial 

Neural Network) is a domain adaptation framework 

that combines maximum mean difference (MMD) 

and realm antagonistic instruction. By minimizing 

the distance between the feature distributions of the 

source domain and the target domain, and the 

adversarial training mechanism is used to make the 

model have better generalization capabilities for data 

in different fields. It is especially suitable for tasks 

that require precise alignment of feature distributions 

in two fields to ensure that the model can perform 

well in new environments. The performance is stable 

and reliable.  
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Fig. 7. Training accuracy charts for different networks on various tasks 

 

JDA-DANN (Joint Distribution Adaptation 

Domain Adversarial Neural Network) introduces 

Joint Distribution Adaptation (JDA), which not only 

considers the alignment of marginal distributions in 

the feature space, but also considers the alignment of 

conditional distributions, through concurrently 

harmonizing the entry characteristics of the origin 

realm and the destination realm. and label 

distribution, which improves the model's 

adaptability to complex and changeable data 

distribution. It is especially suitable for handling 

situations where there are significant differences 

among the origin realm and the destination realm, 

and can effectively improve the model's 

performance in cross-domain tasks. SSMN (Self-

Supervised Meta Network) uses self-supervised 

learning and meta-learning mechanisms to gradually 

adjust model parameters to adapt to the data 

distribution in new fields. It can achieve effective 

unsupervised domain adaptation without accessing 

the target domain labels, and is particularly suitable 

for processing For large-scale or complex data sets, 

the learning of target domain samples is self-

enhanced by constructing pseudo-labels, which 

enhances the model's ability to understand unlabeled 

data, thereby improving the overall generalization 

performance, especially in a few-shot learning 

environment. Excellent. DCNN is a deep 

convolutional neural network that is widely used in 

numerous areas like visual identification and 

linguistic speech analysis. Although it is not 

specifically designed for domain adaptation, it can 

be used through appropriate architectural 

adjustments and technical means (such as 

Adversarial training, feature alignment, etc.), can be 

effectively applied to domain adaptation tasks, and 

its powerful feature extraction capabilities make it 

perform well in processing many types of input data, 

especially in high-dimensional data processing. 

DANN (Domain Adversarial Neural Network) is a 

classic domain adaptation method that reduces the 

gap among the origin realm and the destination realm 

by introducing a domain classifier (Domain 

Classifier) and conducting confrontation training 

with the main task classifier (Task Classifier). 

Difference, simple and effective, enables the model 

to learn domain-independent feature representations 

through the adversarial training mechanism, 

improving the model's generalization ability in the 

target domain. It is especially suitable for tasks that 

require rapid adaptation to new fields and can 

effectively handle complex tasks. of multimodal data 

(see Fig. 7It is observed evident within the 

information in Diagram 7, the suggested model 

PSDA-SMNN achieved the highest accuracy (95% 

on average) and the fastest diagnosis speed (average 

processing time of 1514 seconds) in each diagnosis 

task. Compared with several existing mainstream 

models, the proposed model exhibits significant 

advantages. MMD-DANN has a slow convergence 

speed in complex and changeable data 

environments, resulting in longer training time. In 

contrast, PSDA-SMNN significantly shortens the 

training time while maintaining high accuracy by 

introducing fast singular value decomposition and 

internal and external loop training mechanisms. In 

the D1-D2 migration diagnosis task, the accuracy of 

MMD-DANN was 82.27%, while PSDA-SMNN 

reached 96.45%; in addition, the training time of 

MMD-DANN was approximately 2249 seconds, 

while PSDA-SMNN only took 1498 seconds. The 

JDA-DANN adversarial training mechanism 

increases the computational burden and affects the 

training efficiency. PSDA-SMNN aligns the feature 

distribution through the distance similarity of the 

prototype network, simplifying the training process 

and reducing the consumption of computing 

resources. In the D1-D3 tasks, JDA -The accuracy of 

DANN is 79.54%, while PSDA-SMNN reaches 

95.5%, and the training time is shortened by about 

20%. SSMN relies on a large number of pre-training 

steps, and the overall training time is long. PSDA-

SMNN combines internal and external loop training 

with virtual label backpropagation, which not only 

speeds up the training speed, but also improves the 

generalization ability of the model. In D2-D3 tasks 

Among them, the accuracy of SSMN is 81.8%, while 

PSDA-SMNN reaches 95.2%, and the training time 

is also shorter. When DCNN is applied to domain 

adaptation tasks, additional architectural 
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adjustments and technical means are required. 

PSDA-SMNN integrates a variety of advanced 

technologies and is directly applied to high-voltage 

circuit breaker fault diagnosis without complicated 

adjustments, showing higher flexibility and 

practicality. The average accuracy of DCNN is 

83.57%, while PSDA-SMNN reaches 95.27%. 

DANN: Its simple structure has limited performance 

when processing complex multi-modal data. On the 

basis of inheriting the advantages of DANN, PSDA-

SMNN further optimizes the feature alignment and 

unsupervised training mechanism, significantly 

improving the accuracy of the model under different 

working conditions. and stability. Across all tasks, 

the average accuracy of DANN was 83.72%, while 

PSDA-SMNN reached 95.27%. 

To sum up, PSDA-SMNN neither merely attains 

the supreme precision and swiftest diagnostic 

velocity in diverse diagnostic tasks, yet too attains 

the supreme precision and swiftest diagnostic 

velocity through integrating a variety of advanced 

technologies, such as fast singular value 

decomposition, internal and external loop training 

mechanism, and prototype network distance 

similarity alignment. And virtual label 

backpropagation, which greatly reduces the training 

time and computing resource consumption, 

improves the model's generalization ability and its 

flexibility and practicality in practical applications. 

In order to intuitively demonstrate the superior 

performance of PSDA-SMNN in feature 

representation and domain adaptation, we used the t-

SNE (t-Distributed Stochastic Neighbor 

Embedding) diagram for visual analysis, as shown in 

Fig. 8, starting west toward east, starting apex 

toward base, they are the t-SNE diagrams of DCNN, 

SSMN and PSDA-SMNN. t-SNE is a powerful 

dimensionality reduction technique that can map 

high-dimensional features into two- or three-

dimensional space, making the distribution between 

different categories more clearly visible. By 

comparing the t-SNE plots of DCNN, SSMN and 

PSDA-SMNN, we can clearly see the significant 

advantages of PSDA-SMNN in feature 

representation: The t-SNE plot of PSDA-SMNN 

demonstrates a clearer separation between source 

and target domain features, even in complex and 

changing data environments. In contrast, the feature 

distribution of DCNN is relatively mixed and it is 

difficult to distinguish samples of different 

categories; while SSMN has certain improvements, 

there is still a certain overlap when processing large-

scale unlabeled data. PSDA-SMNN effectively 

diminishes the characteristic dispersion disparity 

among the origin realm and the destination realm 

through internal and external loop training combined 

with virtual label backpropagation. It can be seen 

from the t-SNE diagram that the feature points of 

PSDA-SMNN form closer and consistent clusters 

between the two domains, indicating that it has 

stronger adaptability and generalization ability to 

data under different working conditions. The t-SNE 

plot also reveals the high-accuracy performance of 

PSDA-SMNN in classification tasks. Fault samples 

of different categories are clearly distinguished in 

the feature space of PSDA-SMNN with almost no 

crossover phenomena. This not only verifies the 

efficient learning ability of the model during the 

training process, but also proves its reliability and 

stability in practical applications. 

In summary, through the visual analysis of t-SNE 

diagrams, PSDA-SMNN has demonstrated 

significant advantages in feature representation, 

domain adaptability and accuracy, providing a more 

efficient and reliable solution for high-voltage circuit 

breaker fault diagnosis. 

 
Fig. 8. T-SNE plots of DCNN, SSMN, and 

PSDA-SMNN 

 

4. CONCLUSION 

 

This paper proposes a prototype similarity 

domain adaptive spectral morphological neural 

network (PSDA-SMNN), aiming to solve the 

limitations of existing technologies for anomaly 

identification in high-tension loop interrupters. 

Specifically, we first use spectral morphology 

variational mode decomposition combined with fast 

singular value decomposition method to denoise the 

vibration signal. Secondly, the labeled data of a 

specific operational state serves as the information 

origin realm, the untagged information from 

alternative operational states serves as the 

instructional destination realm, and the prototype 

network distance similarity is used to align the 

feature distribution between the domains. Then, the 

source domain network is internally supervised 

using meta-training, and the target domain network 

is externally unsupervised using the virtual label 

backpropagation algorithm. Through internal and 

external loop training, the difference in feature 

distribution between domains is reduced, and 

unmarked anomalies in high-tension loop 

interrupters amid diverse operational states are 

recognized. 

This paper conducts extensive experimental 

verification through t the acoustic dataset collection 

from the high-tension loop interrupter operational 

system in four diverse operational states. The 

outcomes indicate that the suggested framework 

possesses an diagnostic precision of about 95% for 
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typical faults in different noise environments, which 

is better than Several existing mainstream models. 
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