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Abstract 

With the rapid development of smart building technology, the safe and stable operation of the electrical 

system has become the core demand of modern building management. This study aims to construct an 

automated classification system for electrical faults based on Bayesian algorithm to improve the accuracy and 

efficiency of fault diagnosis. First, the wavelet transform is utilized for noise reduction and feature extraction 

of electrical signals to enhance the signal-to-noise ratio of the data. Subsequently, multi-category fault diagnosis 

is realized based on association vector machine, and Bayesian approach is combined to quantify the uncertainty 

factors and improve the classification reliability. The results show that the system performs well with small 

sample data, and the average recognition accuracy of various types of faults exceeds 70%. The wavelet 

transform-based fault recognition method demonstrates high stability, with the highest accuracy reaching 100% 

and the lowest still maintaining around 90%. In addition, the Bayesian classifier significantly improves the 

confidence level of fault diagnosis after parameter optimization, which verifies the effectiveness of the 

algorithm. It provides a feasible solution for the fault prediction and health management of power systems in 

intelligent buildings. 
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1. INTRODUCTION 

 

The White Paper on Intelligent Design of 

Buildings by 2020 indicates that Chinese smart 

architecture is developing continuously [1]. Due to 

the increasingly complicated electric system, the 

conventional detecting technique can't satisfy the 

request of [2], so it becomes more and more 

important to improve it. 

Error is defined as the magnitude of the 

difference found, or the deviation of the calculation 

parameters from an acceptable margin [3]. The 

reliability and effectiveness of diagnostic results as 

well as are demonstrated in the course of failure 

diagnosis of construction electric system [4]. The 

construction electric system is one of the 

management system for the construction power 

consumption. 

In the construction electrical system, if any fault 

occurs, the machine will be stopped and the data will 

be lost. With the development of technological 

progress, the construction electrical system is more 

complex, resulting in a variety of more complex 

faults. Therefore, in order to ensure the safety of 
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construction electrical equipment, we should pay 

attention to the study of fault diagnosis of 

construction electrical system. 

The electrical faults of the building mainly 

include line faults, electrical components and device 

faults, lightning and grounding faults. The essence of 

the fault detection of building power system is to 

extract and determine [5-6]. The causes of building 

electrical equipment failure mainly include design 

defects, improper installation, equipment aging, 

environmental factors, operation errors, power 

supply problems and external factors. Unreasonable 

design or unqualified specifications may lead to 

overload operation of equipment; the installation 

error or poor grounding may affect the normal 

operation of equipment; long-term use reduces 

insulation performance and wear of components; bad 

environment such as humidity and high temperature 

accelerate equipment aging; misoperation or 

improper maintenance increase fault risk; power 

supply problems such as voltage fluctuation and 

harmonic interference damage equipment; external 

events such as lightning strike and short circuit may 
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also cause failure. Regular maintenance and standard 

operation are the key to reducing faults [7]. 

For building electrical system diagnosis and 

classification of fault must have correct fault data, 

and accurate analysis, need to collect more data from 

building electrical system, mainly for current, 

voltage, harmonic fault signal acquisition, which can 

provide real-time and accurate fault data for building 

electrical system, so the data collection is also very 

important [8]. 

The diagnostic methods of building electrical 

equipment include visual inspection, instrument 

detection, infrared thermal imaging, ultrasonic 

detection, on-line monitoring and fault recording 

analysis. Visual inspection is simple and intuitive but 

limited to surface problems; instrument detection is 

accurate but requires expertise; infrared thermal 

imaging can find overheating problems but 

equipment is expensive; ultrasonic detection is 

suitable for local discharge but susceptible to noise 

interference; online monitoring real-time warning 

but high cost; fault recording analysis is suitable for 

complex faults but requires professional analysis [9]. 

The integrated use of multiple methods can improve 

the diagnostic efficiency. However, the current 

diagnostic methods of building electrical equipment 

have the problems of insufficient data quality and 

diversity, small samples, insufficient algorithm 

complexity and real-time performance, insufficient 

multi-modal data fusion, poor model interpretability, 

and environmental interference and noise. Poor data 

quality and insufficient samples affect the training 

effect of the model, complex algorithms are difficult 

to meet the real-time requirements, a single data 

source limits the comprehensiveness of diagnosis, 

the lack of interpretation of the black-box model 

reduces the credibility, and environmental noise 

interference leads to data distortion [10]. The 

improvement direction includes data cleaning and 

enhancement, multi-modal data fusion, lightweight 

algorithm optimization, the introduction of 

explanatory artificial intelligence technology and the 

application of signal processing technology to 

improve the diagnostic accuracy, real-time and 

practicability [11-12]. 

Therefore, in order to study the electrical fault 

classification system, this paper proposes the 

automatic classification system of electrical fault and 

Bayesian algorithm based on SVM and compression 

sensing algorithm, and tests the application results, 

to prove that it has good diagnosis and identification 

ability. The automatic electrical fault classification 

system will provide important support for the safe 

operation and efficient management of the power 

system, which has wide application prospects and 

social value. 

 

2. ELECTRICAL FAULT DIAGNOSIS 

ALGORITHM 

2.1. Electrical fault diagnosis algorithm based  

on wavelet transform and support vector 

machine (WT-SVM) 

(1) Wavelet transform  

Firstly, the fuzzy image is divided into low-

frequency and high-frequency sub-bands by means 

of multi-resolution analyzing capability. The low-

frequency portion includes a large portion of the fog 

image, while the high-frequency portion is 

associated with the detail portion of the picture. 

Two-dimensional images can be decomposed into 

four sub-images by wavelet decomposition: 

𝐿𝑖𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦), 𝜙𝑗, 𝑚(𝑥) > 𝜙𝑗, 𝑚(𝑦) (1) 

𝐻𝑗
1𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦), 𝜙𝑗,𝑛(𝑥) > 𝜓𝑗, 𝑚(𝑦) (2) 

𝐻𝑗
2𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦), 𝜓𝑗,𝑛(𝑥) > 𝜙𝑗, 𝑚(𝑦) (3) 

𝐻𝑗
3𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦), 𝜓𝑗,𝑛(𝑥) > 𝜓𝑗, 𝑚(𝑦) (4) 

Where 𝜙 , wavelet function and scale function 

respectively;𝐿𝑖𝑓(𝑥, 𝑦)  is the approximation of the 

original image, namely low frequency information; 

𝐻𝑗
1𝑓(𝑥, 𝑦) (t = 1,2,3) is the high frequency part of the 

image; 𝐻𝑗
1𝑓(𝑥, 𝑦) is the horizontal edge information; 

𝐻𝑗
2𝑓(𝑥, 𝑦)  is the vertical edge 

information; 𝐻𝑗
3𝑓(𝑥, 𝑦)  is the high frequency 

information in the diagonal direction. 

Figure 1 is a schematic diagram of the wavelet 

decomposition, with the wavelet reconstruction 

performed according to the opposite process. LL 1 

represents the low-frequency subband map of the 

original image, which maintains the main 

information of the original image and concentrates 

the noise of the original image; HL1 is the subband 

map of the horizontal edge information; LH-1 is a 

high frequency sub-band image of the vertical edge, 

and HH1 is a high frequency sub-band image of the 

integrated information in the diagonal. The HF sub-

band can be used to represent the details of the 

picture. Therefore, it is very important to improve 

the HF sub-band. Another decomposition of LL 1 

yields four subimages of LL 2, HL2, LH 2, and  

HH 2. 

(2) Support Vector Machine SVM  

The basic model of machine learning, can be 

shown in the figure 1.  

The generator is the source, producing the 

random vector x Rn, which is generated from an 

independent and identical distribution of an 

unknown but fixed probability distribution function 

F(x). 

The vector x produced by the generator, input 

into the trainer, gives the output value y. The input 

and output vectors form the training samples (x, y) 

during the training process. 

After learning the training set of machine 

observations, for the internal relationship between 

the training samples, a certain operator is 

constructed, predicting the predicted samples, and 

the output y'. 
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Fig. 1. Structural diagram of wavelet transform and support vector machine 

 

The essence of the fault diagnosis problem is 

actually a pattern recognition problem [13]. To judge 

that the operation state of the equipment is normal or 

abnormal, the fault form of the equipment or the 

specific location of the fault itself are all pattern 

recognition problems, or classification problems. 

The initial study of SVM was proposed for two 

classes of linear separable problems in pattern 

recognition, with the aim of finding a hyperplane 

that completely separates the two classes of samples.  

And practical application, to two kinds of 

samples correct classification of superplane, and we 

want to get is not only the two types of samples 

correctly, and make each kind of data and the 

hyperplane distance of the nearest point and the 

distance of the superplane, also become the largest 

classification spacing, the superplane is called the 

optimal hyperplane [14]. 

A line l with w as the normal vector can correctly 

classify two types of points, but such lines are not 

unique, but can also be moved in parallel until the 

input of a training point, thus obtaining two extreme 

lines l2 and l3, called these two lines as supporting 

lines. All parallel lines in the support line can 

correctly classify the two categories, while the line 

l1 between the support lines l2 and l3 is best. In 

choosing the law of splitting a linear line, it is 

necessary to consider that if there is an appropriate 

law, there will be two supporting lines, which are 

known as the "gap". In fact, we must choose the law 

direction which can maximize the "space". It is also 

known as the maximal interval principle. 

The candidate line l is set as first 

(𝑤 ⋅ 𝑥) + 𝑏 = 𝑦 (5) 

Then the two supporting straight lines can be 

expressed as 

(𝑤 ⋅ 𝑥) + 𝑏 = 1 (6) 

(𝑤 ⋅ 𝑥) + 𝑏 = −1 (7) 

The desired l1 should be 

(𝑤 ⋅ 𝑥) + 𝑏 = 0 (8) 

At this time, the corresponding two supporting 

lines are separated by  
2

‖𝑤‖
 

The idea of the maximum interval principle leads 

to solving the following optimization problems for w 

and b.  

𝑚𝑎𝑥 𝑤,𝑏
2

‖𝑤‖
+ 𝐶 ∑ 𝜉𝑖

𝑛
𝑖=1  (9) 

𝐶 ∑ 𝜉𝑖
𝑛
𝑖=1 is the penalty term, used to control the 

degree of classification error. 

C is a hyperparameter used to balance the 

weights between interval maximization and 

classification errors. Larger C indicates a heavier 

penalty for classification errors; smaller C indicates 

that more classification errors are allowed. 

𝑠. 𝑡. For all make𝑦𝑖 = 1 Get under the bid𝑖 
(𝑤 ⋅ 𝑥𝑖) + 𝑏 ≥ 1 − 𝜉𝑖 (10) 

For all make𝑦𝑖 = −1 Get under the bid𝑖 
(𝑤 ⋅ 𝑥𝑖) + 𝑏 ≤ −1 (11) 

𝑚𝑖𝑛 𝑤,𝑏
1

2
‖𝑤‖2 (12) 

𝑦𝑖((𝑤 ⋅ 𝑥𝑖) + 𝑏) ≥ 1, 𝑖 = 1, ⋯ , 𝑘 (13) 

In the SVM approach, consider another way to 

achieve the maximum interval, 

Instead of directly solving the above optimization 

problem, but by solving the solution to its dual 

problem. 

According to the optimal solution, 𝑤′ , 𝑏′ , the 

desired line can be obtained 

(𝑤 ′ ⋅ 𝑥) + 𝑏′ = 0 (14) 

𝑓(𝑥) = 𝑠𝑔𝑛((𝑤 ′ ⋅ 𝑥) + 𝑏′) (15) 

The dual problem of the above problem is 

introduced here:  

𝑚𝑎𝑥 𝛼 −
1

2
∑ ∑ 𝑦𝑖

𝑘
=1

𝑘
𝑖=1 𝑦𝑗(𝑥𝑖 ⋅ 𝑥𝑗)𝛼𝑖𝛼𝑗 + ∑ 𝛼𝑗

𝑘
𝑗=1  (16) 

(1) Two-layer 
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images

Generator Trainer
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x y
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s.t. ∑ 𝑦𝑖
𝑙
𝑖=1 𝛼𝑖 = 0 (17) 

𝛼𝑖 ≥ 0, 𝑖 = 1, ⋯ , 𝑘 (18) 

SVM was initially developed as a method for 

dealing with two kinds of classification problems, 

then it was expanded into regression domain. 

Regarding the non-separable property, Vapnik and 

his colleagues proposed the kernel space theory, 

which can be used to map low dimension data into 

high dimension by non-linear mapping. If we choose 

proper mapping, we can convert the non-separable 

input space into linear separability problem. With the 

deep and extensive research of SVM, many new and 

improved algorithms are produced in the practical 

application process, such as C-SVM, B-SVM, V-

SVM, LS-SVM and other [15]. 

① C-SVM algorithm  

In the training vector𝑥𝑖 = 1, L, k, belong to two 

kinds of problems, namely, {1,1}, 𝑦𝑖 this initial 

problem is:  

𝑚𝑖𝑛
1

2
𝑤𝑇𝑤 + 𝐶 ∑ 𝜉𝑖

𝑘
𝑖=1  (19) 

𝑦𝑖(𝑤𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖 ,  𝜉𝑖 ≥ 0,  𝑖 = 1, ⋯ , 𝑘 (20) 

In the above equation, C represents the penalty 

coefficient, the larger it means, the greater the 

penalty for misclassification, thus improving the 

classification accuracy. C is the adjustable parameter 

in the algorithm, which is called C-SVM algorithm. 

C-SVM algorithm is the most basic SVM algorithm, 

and many algorithms are different extensions. 

② BSVM algorithm 

The BSVM (Bounded SVM) is actually a 

deformation of the C-SVM algorithm, which is 

mainly added to the original objective function 

For the 
𝑏2

2
 term, the initial problem after the 

deformation is as follows:  

𝑚𝑖𝑛
1

2
𝑤𝑇𝑤 + 𝐶 ∑ 𝜉𝑖

𝑘
𝑖=1 +

𝑏2

2
 (21) 

𝑦𝑖(𝑤𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖 ,  𝜉𝑖 ≥ 0,  𝑖 = 1, ⋯ , 𝑘 (22) 

Compared with the C-SVM algorithm, BSVM 

has one more optimization goal, but the constraint 

condition has one less equation constraint, which 

becomes a quadratic programming problem under 

the boundary constraint, which is more suitable for 

iterative solution. It also increases the convergence 

rate. 

③ v-SVM algorithm 

The v-SVM algorithm uses the new parameter v 

to control the number and error of support vectors, 

thus solving the defect that it is difficult to choose 

correctly in practical application because the 

parameter C in the C-SVM algorithm is not 

intuitively explained. And v has clear physical 

meaning and is easy to choose, thus improving the 

performance of SVM. Thus the initial problem can 

be described as:  

𝑚𝑖𝑛 𝑤,𝑏,𝜌,𝜉𝑖

1

2
𝑤𝑇𝑤 − 𝑣𝜌 + 𝐶 ∑ 𝜉𝑖

𝑘
𝑖=1  (23) 

𝑦𝑖(𝑤𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 𝜌 − 𝜉𝑖,  𝜉𝑖 ≥ 0,  𝑖 = 1, ⋯ , 𝑘 𝜌 ≥ 0  (24) 

Of these, there is 0 v 1. The v-SVM for 

classification is proposed by Scholkopf, which has 

some advantages over the C-SVM, but there are two 

equality constraints in its dual problem, so the 

solution is more complicated. C. Chang et al. After a 

deep study of C-SVM and v-SVM pointed out that v 

is a minus function of C, and thus designed a similar 

training algorithm. 

 

2.2 Electrical fault diagnosis algorithm based on 

compression sensing and K-nearest neighbor 

(CS-KNN) 

(1) Compression-sensing fault diagnosis method 

SVM was initially developed as a method for 

dealing with two kinds of classification problems, 

then it was expanded into regression domain. 

Regarding the non-separable property, Vapnik and 

his colleagues proposed the kernel space theory, 

which can be used to map low dimension data into 

high dimension by non-linear mapping. If we choose 

proper mapping, we can convert the non-separable 

input space into linear separability problem: 

𝑨𝑖 = [𝑣𝑖,1 𝑣𝑖,2 ⋯ 𝑣𝑖,𝑛𝑖] ∈ 𝑹𝑝×𝑛𝑖  (25) 

Where: 𝑣𝑖𝑗  is the jth training sample of class I 

failure, and Ai is the training sample matrix of class 

I failure. 

Because the sample is not known, it is possible to 

combine n training samples from each of the k-

classes into a full training matrix A: 

𝐴 = [𝑨𝑖 ⋯ 𝑨𝑖 ⋯ 𝑨𝑖] =
[𝑣1,1 ⋯ 𝑣𝑖,1 ⋯ 𝑣𝑖,𝑛𝑖

⋯ 𝑣𝑖,𝑛𝑘] (26) 

𝑦 = 𝑣𝑖,1 + 𝑎𝑖,2𝑣𝑖,2 + ⋯ + 𝑎𝑖,𝑛𝑖
𝑣𝑖,𝑛𝑖

  (27) 

Where: 𝑎𝑖,𝑗 and j is the weight coefficient. 

When a fault test data y is given, the category of 

the sample is unknown, and it is the fault in the 

sample set. Therefore, the fault to be classified is 

linearly represented by the complete matrix A y: 

𝑦 = 𝑎1,1𝑣1,1 + ⋯ + 𝑎1,𝑛1
𝑣1,𝑛1

+ ⋯ + 𝑎𝑖,1𝑣𝑖,1 +

⋯ + 𝑎𝑖,𝑛𝑖
𝑣𝑖,𝑛𝑖

+ ⋯ + 𝑎𝑖,1𝑣𝑖,1 + ⋯ + 𝑎𝑘,𝑛𝑘
𝑣𝑘,𝑛𝑘

 (28) 

𝑦 = 𝐴𝑋 (29) 

The matrix can be solved by using Equation (30): 

𝑋 = [𝑎1 𝑎2 ⋯ 𝑎𝑖] (30) 

If a given y belongs to class i, then y only needs 

to be expressed by the sample data of class i, then 
𝑿 = [0 ⋯ 0 𝑎𝑖,1 ⋯ 𝑎𝑖,𝜋𝑖

0 ⋯ 0]𝑇 (31) 

Therefore, the coefficient of X is theoretically 

only ai not 0, and the other k-1 coefficients are 0, so 

that X is a sparse vector, which can be regarded as a 

sparse decomposition of the test sample y. 

If a given unknown test sample is required to be 

classified, then the category of faults to be classified 

can be known as long as the sparse vector X is solved 

for each y according to Equation (31), and only the 

ni coefficient related to the tested sample on X. In 

practice, we use the method of solving L1 

minimization to get an accurate or approximate 

approach for X, but it doesn't work well in theory. In 

order to complete the classification work through the 

value of X, the following classification function 

should be used: 

𝑚𝑖𝑛 𝑖 𝑟𝑖(𝒚) = ‖𝒚 − 𝑨𝛿𝑖(𝒙)‖2 (32) 

Where i = 1,2., k, δ i (x) is the element of the row 

associated with class I in the pointing quantity x. If 

the m value is minimum [1, k], the test sample y is a 

class m failure. 
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(2) Algorithm training 

In this thesis, we have taken 55 samples from the 

experiment station, and we have obtained five kinds 

of status patterns (line impedance failure, continuous 

failure, unusual earthing resistance, low isolation 

resistance, and normal). Among them, a single 

specimen was chosen at random for every kind of 

failure, while the other 50 were used as training 

specimens. Fifty groups of tests are repeated, and 

then the mean value is used to estimate the precision 

of the last classification. This section of the test is 

performed on a dual core processor at 2. 13 GHz. 

Based on the experiment plan and procedure, the 

matrix size in Formula (4 - 9) is 10 x 50, and the test 

specimen is 10X1. Figure 2 illustrates the test results. 

Fig. 2 (1) shows the sparsity of X, which is computed 

with L and a classifier (this value takes a test 

specimen that is part of a line-impedance error (E1)). 

Fig. 2 (2) shows the last five remaining conditions, 

which are computed according to Equation (32). 

The horizontal axis of Figure 2 is the number of 

type 5 fault state, 1-10 is class 1 line impedance fault, 

11-20 is type 2 continuous fault, 21-30 is type 3 

abnormal grounding resistance, 31-40 is class 4 low 

insulation resistance, 41-50 is type 5 normal state. 

The vertical axis is the projection-sparse expression 

coefficient on the training sample for the test sample 

solved under the L minimization norm. As shown in 

the figure, when the test data is selected from the first 

type fault sample, the final sparse representation 

vector is indeed sparse, and the location of the 

maximum coefficient is corresponding to the first 

type fault training data, it is intuitively judged that 

the test sample should belong to the first type fault. 

When the sparse representation coefficient x is 

obtained, because of the sparsity, the corresponding 

test sample belonging class can be determined by 

finding non-zero terms from x. However, in practical 

problems, it is often difficult to get a non-zero value, 

so if there are two or more non-zero value in x, can 

calculate the linear weighted residual value m (y) 

through each fault sample formula (4-11), the result 

is shown in Figure 4-5, after comparing the residual 

value, take the smallest value category 1 as the final 

diagnosis classification result. 

 

3. ELECTRICAL FAULT CLASSIFICATION 

ALGORITHM 

 

3.1. Research on building electrical fault 

classification based on the Bayesian method 

(1) Theory of algorithm  

The main ideological basis of naive Bayesian 

classification is: for the given item to be classified, 

solve the probability of each category under the 

condition of this item appears, and select the 

category with the largest probability as the 

attribution category [16] of the item to be classified. 

The naive Bayes classifier needs to seek the 

hypothetical category with the greatest likelihood in 

the sample data set D, and this hypothesis with the 

greatest likelihood is called the maximal posterior 

(Maximum A Posteriori, or MAP) hypothesis [17]. 

We used the Bayesian formula to calculate the 

posterior probability of each candidate hypothesis to 

determine the maximum posterior hypothesis MAP:  

ℎ
MAP 

= 𝑎𝑟𝑔𝑚𝑎𝑥
ℎ∈𝐻

𝑝(ℎ ∣ 𝐷) (33) 

Where H is the set of candidate hypotheses, 

according to the Bayesian formula:  

ℎ𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥
ℎ∈𝐻

𝑝(𝐷∣ℎ)𝑝(ℎ)

𝑝(𝐷)
 (34) 

Since p (D) is a constant, formula 3-3 can be 

simplified:  

ℎ
MAP 

= 𝑎𝑟𝑔𝑚𝑎𝑥
ℎ∈𝐻

𝑝(𝐷 ∣ ℎ)𝑝(ℎ) (35) 

Then, for a certain set of data set D, we can 

convert the classification question into MAP 

assumption. 

A collection of property values is used to 

represent the data sample X, whereas a category 

mark c receives a value from a limited set C.Predict 

its class markers based on the training sample set and 

test data samples. In a given case, the Bayesian 

classifier needs to find the assumption that the 

likelihood is greatest given a set of instances, and the 

goal of solving the test data sample x under the 

maximum posterior assumption is to obtain the most 

likely class marker c (x) given the attribute value of 

the described instance. Its equations such as:  

𝑐(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑐𝑐𝑐

𝑝(𝑎1, 𝑎2, ⋯ , 𝑎𝑛 ∣ 𝑐)𝑝(𝑐) (36) 

 

Fig. 2. Sparse Coefficient and Residual 
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The required solution c (x) is based on the two 

probability values in Equations 3-5. The p (c) can be 

obtained by calculating the frequency of each class 

marker c appears in the training sample set. 

However, it is difficult to calculate each value 

directly, and estimating all the values is an NP-hard 

problem. 

The naïve Bayes classifier assumes that the 

property values of a sample instance are [18] 

independently of one another, given the instance of 

an instance. Therefore, the product of the 

probabilities of each individual attribute value is the 

joint probability  distribution. Its formula is:  

𝑝(𝑎1, 𝑎2, ⋯ , 𝑎𝑛 ∣ 𝑐) = ∏ 𝑝𝑛
𝑖=1 (𝑎𝑖 ∣ 𝑐) (37) 

According to formula 3-5 and formula 3-6, the 

classification formula of naive Bayes classifier can 

be expressed as:  

𝑐(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑐𝑒𝑐

∏ 𝑝𝑛
𝑖=1 (𝑎𝑖 ∣ 𝑐)𝑝(𝑐) (38) 

As𝑎𝑖 is the ith attribute value of x, 𝑝(𝑎𝑖 ∣ 𝑐) and 

𝑝(𝑐) can be estimated by calculating the occurrence 

frequency of different class markers and attribute 

value combinations in the training sample instance, 

as follows:  

𝑝(𝑐) =
∑ 𝛿𝑛

𝑗=1 (𝑐𝑗,𝑐)

𝑛
 (39) 

𝑃(𝑎𝑖 ∣ 𝑐) =
∑ 𝛿𝑛

𝑗=1 (𝑎𝑗𝑖,𝑎𝑖)𝛿(𝑐𝑗,𝑐)

∑ 𝛿𝑛
𝑗=1 (𝑐𝑗,𝑐)

 (40) 

Where n represents the number of training 

sample instances; 𝑐𝑗  represents the class marker of 

the j-th training sample instance; 𝑎𝑗𝑖  represents the i-

th attribute value of the j-th training sample instance

 (𝑐𝑗 , 𝑐) represents the binary function，Its value is 

1 when used in 𝑐𝑗 = 𝑐. 

In practice, Laplace estimates are often used to 

smooth Equations 39, and the probabilities obtained 

in Equations 40. 

𝑝(𝑐) =
∑ 𝛿𝑛

𝑗=1 (𝑐𝑗,𝑐)+1

𝑛+𝑞
 (41) 

𝑃(𝑎𝑖 ∣ 𝑐) =
∑ 𝛿𝑛

𝑗=1 (𝑎𝑗𝑖,𝑎𝑖)𝛿(𝑐𝑗,𝑐)+1

∑ 𝛿𝑛
𝑗=1 (𝑐𝑗,𝑐)+𝑛𝑖

 (42) 

And q is the number of class markers; 𝑛𝑖 is the 

number of values of the i th attribute in the training 

sample instance. The above is the theoretical 

solution process of the naive Bayes classifier. 

(2) Algorithm training 

In this paper, 25 sets of data were collected by 

the data acquisition system for parameter learning. 

The common electrical system faults in actual 

buildings mainly include four categories: Circuit 

Impedance Failure, Earthing Failure, Isolation 

Failure, Continuous Failure, and Normal Condition 

of Architecture Electric System [19]. In this paper, 

115 sets of sample data were collected through the 

experimental platform FSP. Each group sample is 

10-dimensional data with 10 characteristic 

components of fault information at different 

locations. Among these, 50 groups were selected as 

training sample data, conditional probability 

distribution was calculated by naive Bayes classifier, 

50 samples were used for parameter learning, and the 

remaining 15 groups were used as test samples. 

As shown in Figure 3, when the line impedance 

fault occurs, namely the E1 state, the Bayesian 

network diagnosis model can diagnose the E1 fault 

before and after parameter learning. Before 

parameter learning, the probability of failure of E1, 

E2 and E3 is 0.835,0.2443 and 0.3166 respectively. 

After parameter learning of the model, the 

probability of diagnostic failure in E1, E2, and E3 is 

0.9147,0.1648, and 0.2185 respectively. Its 

diagnostic accuracy has been significantly improved. 

The probability of failure in E4 and E5 is: 0.0917. 

And no change before and after parameter learning. 

 

3.2. Classification of electrical equipment based 

on laser imaging technology 

(1) Laser imaging technology 

Laser detection of electrical equipment failure is 

a direct detection technique that can overcome 

atmospheric scattering with a high signal to noise 

ratio of active imaging systems. This technique 

separates the target reflected light from the 

backscattered light in time, so as to eliminate the 

influence of the backscattered light; when observing 

the target, improve the peak laser power and the 

sensitivity of the detection system to a certain extent, 

thus obtaining high target resolution and laser image 

quality [20]. 

 

Fig. 3. Classification effects of Bayesian network models before and after parameter learning 
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Electrical equipment area to be detected is 

illuminated between the laser imager, in which a 

portion of the directed background laser is reflected 

back to the laser imager [21]. In the case of no 

failure, the resulting image is consistent with the 

backscattered light image taken by the ordinary

camera, as shown in Figure 4 (1); If the electrical 

equipment fails, then the returned laser intensity is 

weakened due to the abnormal fault position, then 

the image in the fault area of the electrical equipment 

will form a more obvious contrast change. The more 

serious the fault, the weaker the returned laser 

intensity, and the more obvious the contrast. In this 

case, ordinary equipment faults can be seen in the 

monitoring video, and their positions can be 

determined. The imaging principle is shown in 

Figure 4 (2). 

The theoretical mathematical expression for the 

maximum image resolution is: 

𝛥𝑅𝑚 =
𝑐(𝜏𝑝+𝜏𝑠)

2
 (43) 

Where 𝛥𝑅
me

 represents the maximum distance 

resolution; 𝑐  represents the speed of light; 

𝜏𝑝 represents the laser pulse width; 𝜏𝑝  and 𝜏𝑠 

represents the detector gate width. The expression 

with the smallest image resolution is: 

𝛥𝑅
me

= {

𝑐⋅𝜏𝑝

2
, 𝜏𝑝 > 𝜏,

𝑐⋅𝜏∗

2
, 𝜏𝑠 > 𝜏𝑝

 (44) 

Where: 𝛥𝑅
me

 represents the minimum 

resolution. 

If the laser pulse width is very narrow, the laser 

receiver can only receive the return laser around the 

target to be detected, which can greatly improve the 

signal-to-noise ratio of the return light wave, thus 

obtaining a higher resolution target image. 

(2) Laser image processing 

First, the image is stretched to a certain 

proportion of contrast, and the calculation formula of 

the stretch change is as follows: 

𝑓(𝑥, 𝑦) = ℎ ×
𝑔(𝑥,𝑦)−𝑏

𝑎−𝑏
 (45) 

Where g (x, y) represents the original gray level 

of the laser image; f represents the gray level after 

contrast stretching; h represents the largest gray level 

presented by the laser image after stretching; a and b 

represent the original gray level maximum and the 

original gray level minimum, respectively. After 

stretching transformation processing, the gray value 

range of the image is increased to strengthen its 

contrast. 

Let Sxy represent the coordinate group of 

rectangular subimage windows with center at (x, y) 

and size mn. The laser image denoising processing, 

choose the median filter, is a common nonlinear 

denoising processing method, mainly for salt and 

pepper noise, in some cases, it can remove the noise 

interference and make the image edge information is 

not damaged. 

Median filtering - the core idea is to replace the 

median value of each point in the laser image with 

the median value of each point value in the area near 

the value, whose expression is: 

𝑓(𝑥, 𝑦) = 𝑚𝑒𝑑 (𝑠,𝑡)<𝑠9
{𝑔(𝑠, 𝑡)} (46) 

 

4. THE WINDOW OF 2 D MEDIAN 

FILTERING CAN BE RECTANGLE, 

CIRCLE AND CRUCIFORM. 4 

ELECTRICAL FAULT CLASSIFICATION 

SYSTEM DRIVEN BY ARTIFICIAL 

INTELLIGENCE 

 

4.1. Diagnostic system 

Fig. 5 illustrates a general frame for constructing 

an electric failure diagnostic algorithm using WT-

SVM. 

Step 1: Eurotest61557 Collect the fault signal on 

the building electrical test platform; 

Step 2: The collected original fault signal is 

denoised with Sym 4 wavelet, and the reconstructed 

signal is obtained and normalized; 

Step 3: The processed signals are randomly 

selected to generate the training set and the test set. 

Training dataset occupies about 4/5 of the sample 

dataset, while the experimental dataset takes up one 

fifth of the sample; 

Step 4: This chapter uses the Gaussian kernel 

function as the kernel function in the SVM 

algorithm, and uses the cross-validation method to 

determine the optimal kernel parameters; 

Step 5: Set the threshold and diagnose the fault 

data with the SVM algorithm model; 

Step 6: The training is over, and the results are 

obtained. 

 

 

 

Fig. 4. Laser classification technique 
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4.2. Classification system  

The electrical equipment fault diagnosis method 

studied in this paper is similar to that of cat 

mammals. It is a neural network of visual 

synchronous issuing pulses and compared to other 

networks of the same type. The neural network 

mentioned avoids complex training, and each neuron 

in the network corresponds to each pixel (i, j) in the 

laser image I, which will constitute a single-level 

processing system, and then realizes the extraction 

of the fault area according to the intrinsic mechanism 

of the neurons. 

Figure 2 shows the model of the neuronal 

structure. The input of the neuron is divided into 

feedback input F and connected input L, which can 

receive the information of adjacent neurons and the 

laser image gray information. 

Each partial input includes an electrical 

equipment fault integrator with similar exponential 

attenuation to ensure the relationship between the 

states of the neuron in various periods [14]. The 

expressions for the present state and the previous 

state are expressed as, respectively: 

• 𝐹𝑖𝑗(𝑛) = 𝑒−𝑎𝐹𝐹𝑖𝑗(𝑛 − 1) + 𝐼𝑖𝑗 +

𝑉𝐹 ∑ 𝑀𝑖,𝑢𝑖/∈𝑁𝑖
𝑌𝑢𝑖(𝑛 − 1) (47) 

• 𝐿𝑖𝑗(𝑛) = 𝑒−𝑎 𝐿𝐿𝑖(𝑛 − 1) +

𝑉𝐿 ∑ 𝑊𝑖𝑗⋅𝑢𝑖/𝑘 𝑁𝑗
𝑌𝑢𝑑(𝑛 − 1) (48) 

• 𝑀𝑖,𝑢, 𝑊𝑗,𝑢𝑙 = {
0, (𝑖, 𝑗) = (𝑘. 𝑙)
1

‖(𝑖,𝑗)−(𝑘.𝑙)‖2
, (𝑖, 𝑗) ≠ (𝑘. 𝑙)

 (49) 

In: the goal of M and W is to transmit the pulse 

signal from adjacent neurons to the central neuron. 

Then, in the case of nonlinear coupling, F and L 

will cause a series of changes in the intrinsic 

properties of the neurons. In general, the features 

within the neurons can be expressed as: 

𝑈𝑖(𝑛) = 𝐹𝑖(𝑛) ⋅ [1 + 𝛽𝐿𝑖𝑗(𝑛)] (50) 

𝑌𝑖(𝑛) = {
1, 𝑈𝑖(𝑛) > 𝐸𝑖𝑗(𝑛 − 1)

0, 𝑜𝑡ℎ𝑒𝑟 
 (51) 

In: E represents the dynamic threshold of the 

neurons itself, which also has the fault integrator 

characteristic with similar exponential decay [17], 

the expression is: 

𝐸𝑖𝑗(𝑛) = 𝑒𝑥𝑝(−𝛼𝑘) 𝐸𝑖(𝑛 − 1) + 𝑉𝐸𝑌𝑗(𝑛 − 1)

 (52) 

Where: VE is constant. According to formula 

(10), it can be concluded that after the neuron 

ignition phenomenon occurs, the threshold value E 

will increase rapidly in a very short period of time 

and VE will change dynamically until the neuron 

appears ignition phenomenon again. So each neuron 

has a corresponding firing frequency. Due to the 

coupling connection between neurons, will be the 

nearby area similar neurons joint ignition 

phenomenon, thus form the neural network 

mentioned in this paper, at the same time on the laser 

image, the electrical equipment failure area 

brightness will be enhanced, using the mentioned 

neural network will light area reasonable extraction, 

which can ensure the original information of the 

laser image, and electrical fault area diagnosis. 

The specific process of fault detection and 

classification of electrical equipment is as follows: 

(1) Sample the laser image of the electrical 

equipment, and obtain the original laser image 

information; 

(2) Use formula (7) stretching the contrast of the 

original laser image; 

(3) The median filter is used to denoise the laser 

image of the electrical equipment; 

(4) The neuronal network is used to extract the fault 

area of the equipment in the image; 

(5) Obtain the classification results of electrical 

equipment faults. 

 

5. SYSTEM APPLICATION 

 

5.1. Diagnose 

This section uses a 64-bit Windows 10 operating 

system, processor Intel (R) Core (TM) i5-8500 CPU 

@ 3.00GHz, hardware environment with 8 GRAM, 

the software used in the experiment is 

MATLAB2018a. The experimental data in this 

chapter are all from the simulated fault data collected 

in the building electrical system platform MA2067. 

Among them, 4-10 fault test points were selected 

from 22 fault test points for relevant experiments. 

First, Sym 4 wavelet function was used to 

transform the original fault signal and obtain the 

reconstructed signal. For convenient comparison, the 

simulation of the original signal and the residual 

signal in 400 and 800 respectively, as shown in 

Figures 5-6, the residual signal is the difference 

between the original signal and the reconstructed 

signal. The denoising process of other failure signals 

is the same principle. 

From Figures 5-7, the volatility of the original 

data is large, and the value varies between 10.74658 

and 10.75949 with a range of about 0.01291. After 

wavelet denoising, the volatility of the data 

decreases significantly, and the value varies between 

10.74285 and 10.76477 with a range of about 

0.02192. The goal of wavelet denoising is to 

eliminate high-frequency noise while retaining the 

main features of the signal. As can be seen from the 

data, the processed data is significantly deviated 

from the original data at some time points (such as 

time points 200 and 250), indicating that the wavelet 

denoising method may have successfully eliminated 

some of the noise. However, at some time points (e. 

g., time point 100), the processed data is actually 

higher than the original data, which may be because 

the wavelet denoising method introduces some 

errors in the processing process, or the frequency of 

noise overlaps with the signal frequency, resulting in 

unsatisfactory denoising effect. 

Through simulation tests, 400,800,1200,1600 

samples were selected, of which 80% were training 

and testing, and the training and test samples were 

randomly sampled to ensure the correctness of the 

trial results. Figures 8-11 is an identification 

simulation  diagram  of  the  proposed  method  for 4  
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Fig. 5. Raw data 

 

Fig. 6. Reconstructing the signal 

 

types of failure types under various types of data 

sampling, where red represents the actual type and 

blue represents the predicted type. The systematic 

analysis of Figure 8 shows that when the small number 

of samples (0.33~10.98): the prediction results are 

close to the real results, and the error is small.  

After the number of samples increased to more 

than 30, the error began to fluctuate, and even 

appeared obvious identification errors (e. g., 23.18, 

29.13, 37.79, 46.21, etc.). It does not show that the 

accuracy of the prediction results increases 

significantly as the number of samples increases. By 

figure also can be seen: each sample identification 

accuracy are more than 70%, but when the number of 

samples increase, identification accuracy did not 

increase, the reason is that support vector machine in 

fault diagnosis, often need to find a surface to segment, 

and the number of data on the surface is not obvious, 

so no matter how big scale, the accuracy remains 

within a certain range. 

Fig. 12 illustrates the four fault locations' training 

times for various sample data sizes. From the results 

of the simulation, we can find that the number of 

samples has little effect on the learning time, but Fig. 

12 shows that the size of the sample has significant 

effect on the learning time. As the number of data 

increases, the training time is nearly doubled.  

For the purpose of further analysis of WT-SVM 

diagnosis, we will carry out a series of tests on the 

influence of the error type and the number of data. 

Fig. 12 (1) illustrates the relation between failure type 

and classification precision. To make sure that only 

one variable influences precision, we used a sample 

size of 400. From the experiment, it is found that under 

the same number of samples, the precision of the 

experiment group and the training group are higher 

than that under the condition that there are ten failures, 

the precision of the arithmetic, the precision of the 

training group is 81.4%, the test group is 80.3%, and 

in  the  4  failures,  the  precision of the training group 
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Fig. 7. Residues 

 

 

Fig. 8. classification result plot under 400 data samples 

 

is 73.79%, and the precision of the test group is only 

73.75%. So we can conclude that the WT-SVM 

electric system's failure diagnostic method is more 

efficient when there are many kinds of failures. From 

Figure 12 (2), when there are more kinds  of failures, 

the performance  of this method  

To test the influence of the data set on SVM 

categorization, we have done an experimental study 

on the relation of the data set's size and precision in 

the case of ten failures. The results are illustrated in 

Graphs 3 - 18 and 3 - 19. From Figure 12 (3), when 

the sample is 400, the precision of the training 

dataset is 81.5% and the experimental dataset is 

80.3%, and the precision of the training group is 

82.1% and the experimental group is 81.5% at 2400. 

As a result, there is no significant difference between 

the precision of the experiment and the training 

group, which shows that the size of the sample has 

no effect on the precision of the method. As shown 

in Fig. 12 (4), however, as the number of sample data 

increases, the time required for training also 

increases, and this is in line with the results obtained 

in the preceding four failure tests. 

 

Fig. 9. 800 data samplesis better than that of 400.  
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Fig. 10. Classification graph 1200 data samples 
 

 

 

Fig. 11. 1600 data samples 

. 

5.2 Classify 

To be able to demonstrate the feasibility of the 

studied automatic classification of electrical 

equipment failure methods, need to be configured as: 

processor Intel Xeon Gold6154 @ 3. 00 GHz, Main 

board H110, The graphics card, GeForceGTX1050, 

Memory is 4 GB DDR4-2400, Solid-state 240 / 256 

GBPCIe3. 0, Display: 7680x5120HDMI2. 1, the 

operating system creates a simulation experimental 

platform on the Windows 10's computer, Simulation 

experimental environment with the software as 

Matlab 7. 1. For the sake of simplicity of the 

experiment, we adopt the first, second and third 

approaches instead of the simulated comparative 

test. The experiment object selected the electrical 

equipment in a factory in the city. The common 

faults of the equipment include excessive current, 

excessive voltage, overheating and grounding. 

Experimental sampling statistics of the electrical 

equipment monitoring system yielded 500 sets of 

sample data. 
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Fig. 12. Training times for different sample data sizes 
 

 

In the experiment, different electrical equipment 

faults in 4 were taken as the discussion objects of the 

methods, and the experimental subjects were 

classified by methods 1,2 and 3. The classification 

results are shown in Table 1. Where faults a, b, c and 

d indicate the excessive current, excessive voltage, 

overheating and ground faults in the electrical 

equipment respectively. 

From Fig. 13, it can be found that there are two 

mistakes in Method 1, and Method 2 has an error 

count of 3, B, C, and D, and Method 2 has an error 

count of 0, which makes it possible to differentiate 

correctly between various types of failures. 

To show that the proposed approach is stable in 

simulated test, we have carried out some tests on the 

test subjects. The experimental index is the accuracy 

of the method, and the diagnostic results are shown 

in Figure 14: 

Through the analysis of figure 14: the diagnostic 

accuracy is low, followed by method 2, and method 

3 maintain high accuracy, and change trend into a 

smooth state, the highest accuracy value as high as 

100%, the lowest value in around 90%, which can 

explain the study of electrical equipment fault 

automatic classification technology is relatively 

accurate, and high stability.  

To further verify the automatic diagnostic fault 

classification, the following experiments were 

performed, and the experimental results are shown in 

Figure15. 

 

Fig. 13. Electrical equipment classification results for different methods 
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As shown in Figure 15, 60 sets of experimental 

data were randomly selected for automatic fault 

classification comparison. It can be seen from the 

comparison results that the method 3 classification 

time is the shortest, significantly lower than method 

1 and method 2. Fully proved the advantage of the 

method. 

 

Fig. 14. Comparison of the diagnostic accuracy for the 

different methods 

 

6 DISCUSSION 

 

In this paper, we constructed an automatic 

electrical fault classification system based on 

Support Vector Machine (SVM) and Bayesian 

algorithm, and verified its effectiveness through 

experiments. However, compared with similar 

literature, the study still has some deficiencies, 

mainly reflected in the following aspects: 

(a) Insufficient data diversity and sample size 

This study is mainly based on small sample data. 

Although it performs well in small sample scenarios, 

in practice, the electrical failure types are complex 

and diverse, and the scale of the failure data is large. 

Similar literature points out that deep learning-based 

fault diagnosis methods can handle large-scale data 

and improve the classification accuracy through 

multi-source data fusion. However, this paper does 

not involve the processing power of large-scale data, 

nor discusses the influence of data diversity on the 

classification effect. Future studies could consider 

introducing more types of failure data and explore 

data enhancement techniques to improve the 

generalization capability of the model. 
 

 

 

 

Fig. 15. Comparison of automatic fault classification of 

different methods 

 

(b) Insufficient complexity and real-time 

performance of the algorithm 

Although the proposed fault diagnosis algorithm 

based on wavelet transform and SVM has a high 

classification accuracy, especially when dealing with 

large-scale data, the training and inference time 

increase significantly. Similar fault diagnosis 

methods based on compressed sensing and deep 

learning mentioned in the literature perform better in 

real-time performance and computational efficiency. 

Therefore, future studies can try to introduce 

lightweight neural network or edge computing 

technology to improve the real-time performance 

and deployment efficiency of the system. 

(c)  Insufficient multimodal data fusion 

This paper mainly relies on electrical signal data 

for fault diagnosis, and similar literature points out 

that the combination of multi-modal data (such as 

vibration signal, infrared image, temperature data, 
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etc.) can significantly improve the accuracy and 

comprehensiveness of fault diagnosis. For example, 

fault diagnosis methods based on laser imaging 

technology can effectively identify the physical 

defects of electrical equipment. Future studies can 

explore multimodal data fusion techniques to capture 

fault features more comprehensively. 

(d)  Insufficient explanatory power and reliability 

of the model 

Although the algorithm proposed in this paper 

performs well in classification accuracy, its model is 

less explanatory, making it difficult to intuitively 

understand the decision process of fault 

classification. Similar methods based on expert 

systems and fuzzy theories mentioned in the 

literature have advantages in model interpretability 

and can provide an interpretable inference process 

for fault diagnosis. Future research could combine 

explanatory artificial intelligence (XAI) technology 

to improve the transparency and reliability of the 

model. 

(e)  Lack of system robustness and adaptability 

The experimental environment in this paper is 

relatively ideal, without complicated factors such as 

noise interference and equipment aging in practical 

application. Similar literature states that deep-

learning and reinforcement learning-based methods 

are more robust and adaptable in complex 

environments. Future studies could introduce robust 

optimization techniques and online learning 

mechanisms to improve the adaptability of the 

system in practical scenarios. 

 

7 CONCLUSION 

 

This study constructs an automated electrical 

fault classification system based on Bayesian 

algorithms, integrating wavelet transform, support 

vector machine, compressed sensing, and laser 

imaging technology. It systematically addresses the 

limitations of traditional methods in scenarios such 

as small sample data, noise interference, and 

insufficient real-time performance. In terms of 

methodology, wavelet transform is first used to 

perform multi-scale decomposition and denoising of 

electrical signals, effectively improving the signal-

to-noise ratio. Next, a strategy combining support 

vector machine and relevance vector machine is 

adopted to optimize fault feature extraction and 

multi-class classification processes, while 

leveraging compressed sensing algorithms to 

enhance the processing capability for sparse signals. 

At the same time, Bayesian classifiers are introduced 

to quantify uncertainty factors, and laser imaging 

technology is combined with image enhancement 

and neural network localization analysis to form a 

diagnostic framework that integrates multimodal 

data. Experimental results show： 

(1)  The system performs well under the condition of 

small sample, and the average fault identification 

accuracy is more than 70%. Among them, the 

feature extraction method based on wavelet 

transform shows the stability classification 

accuracy of 90%-100%. After parameter 

optimization, the Bayesian classifier further 

improves the fault diagnosis confidence to 

91.47%, which verifies the robustness of the 

algorithm in the noisy environment. 

(2) The sample size has a limited impact on the 

classification accuracy, while the computational 

complexity increases exponentially with the data 

volume, indicating that the system has significant 

efficiency advantages in small sample scenarios. 

(3)  By combining probability expression and sparse 

representation, the technology system can 

accurately identify five kinds of faults such as 

line impedance and ground resistance anomaly, 

which breaks through the bottleneck of 

traditional threshold method relying on empirical 

rules. 

(4)  It provides a practical solution for fault 

prediction and health management of intelligent 

building power system. By reducing the false 

alarm rate and shortening the diagnosis time, it 

can effectively avoid equipment downtime and 

safety accidents, which has practical significance 

to promote the digital transformation of smart 

city power operation and maintenance. At the 

same time, it provides an interdisciplinary 

methodological reference for small sample fault 

diagnosis theory of complex systems. 
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