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Abstract 

This paper employs artificial intelligence to diagnose induction machine health by detecting air gap 

eccentricity under varied conditions. It addresses Model-Based Method and conventional MCSA techniques 

limitations, requiring extensive model knowledge. The proposed technique relies on stator current signals, 

simplifying data acquisition. Using Root Mean Square and raw data using the three phases of stator current 

from a multi winding model of a squirrel cage induction machine. The study emphasizes on employing 

classification and regression tasks for supervised learning as a non-model-based approach by applying several 

models and classifiers to choose the best one for the monitoring task. This approach allows online diagnosis, 

detecting defects early, even under weak load conditions by conduction a multiclassification technique for each 

class of the dataset. The paper's strength lies in its holistic analysis of signal fluctuations, categorizing faults 

based on nature and location. Overall, the proposed algorithm for the classification which is Decision Trees 

achieved an overall accuracy surpassing 80% against other classifiers, and for the regression task Random 

Forest outperformed by delivering the least values of loss error with 0.014 using mean square error evaluation metric 

and achieving a 98.6% accuracy.  
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AI –Artifcial Intelligence; 

ANN –Artificial Neural Network; 

FFT – Fast Fourier Transform; 

IM –Induction Machine; 

HAG –Healthy Air Gap; 

HLC –Heavy Load Condition; 

MBM –Model-based methods; 

MCSA –Motor Current Signature Analysis; 

ME –Mixed Eccentricity ; 

ML – Machine Learning ; 

MLC –Medium Load Condition ; 

MWM –Multi-Winding Model ; 

NMBM –Non-Model-Based Methods; 

RMS –Root Mean Square; 

SE –Static Eccentricity; 

fV – viscosity friction coefficient (Kg/m.s); 
Ibk–current of the bar k (A); 
Irk–current of the rotoric loop k (A); 

Ir –current of rotor current loop (A); 

J –index of rotor current loop; 

JT-total moment of inertia (Kg.m2); 

Lb – leakage inductance of a rotor bar (H); 

Le – leakage inductance of a short-circuit portion (H); 

Lsc –stator cyclic inductance (H); 
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Lsr- mutual inductances stator and the rotor meshes (H); 

Nr –number of bars ; 

Rb –rotor bar resistance (Ώ); 

Re –short-circuit ring resistance (Ώ); 

Te –electromagnetic torque (N.m); 

Tr –resistant torque (N.m); 

Vr–rotor circuit voltage (V); 

Vs–stator circuit voltage (V); 

𝜓𝑟–total flux through rotor winding (Wb); 

𝜓𝑠–total flux through stator winding (Wb).  

 

1. INTRODUCTION  

 

Induction motors (IMs) are integral to the 

industrial sector, serving essential functions in 

mechanical power production, manufacturing, and 

transportation. They are extensively utilized in a 

range of applications such as pumps, compressors, 

fans, machine tools, cranes, conveyors, and electric 

vehicles. Globally, more than half of the generated 

electrical energy is employed by motors, with IMs 

being the primary consumers, accounting for 

approximately 60% of industrial electricity usage 

[1]. In numerous industries, the seamless 
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collaboration of machines is crucial, and the 

expenses associa ted with unforeseen breakdowns 

are substantial. In such scenarios, the disruptions of 

machines in operation often result in significant 

losses in the production process, surpassing both the 

expenses incurred for machine repairs and the initial 

costs of the machines [2]. Hence, it is crucial to 

proactively identify potential defects in these 

systems using either traditional or modern methods. 

This proactive approach enables monitoring and 

control, facilitating preventive measures to detect 

and avert sudden incidents or accidents on the 

machines [3]. Various signal processing techniques 

have been developed for detecting faults in IM [4]. 

Initially, factors such as temperature, noise, and 

vibration signals are considered for fault diagnosis. 

The most common type of fault, accounting for 

40% of cases, is related to bearing issues. Bearings 

consist of two rings separated by a series of balls. 

Any flaws in the balls or inconsistencies in the rings 

can cause mechanical vibrations, affecting the 

machine's rotational behaviour. Additionally, stator 

faults are quite frequent, usually starting as minor 

issues between turns that can escalate into major 

phase-to-phase or phase-to-ground faults. [5]. Rotor 

faults, occurring at a rate of 10%, are less frequent 

compared to other types. These faults may result 

from either mechanical or electrical failures. 

Electrical failures causing thermal increases can lead 

to rotor bar defects or breakage. Conversely, 

mechanical problems such as load imbalance or shaft 

misalignment can harm both bearings and their 

housing [6, 7]. Additionally, these issues, along with 

bearing faults, are connected to air gap eccentricity. 

Fault diagnosis involves the identification and 

classification of abnormalities within a system. Two 

primary methodologies are employed: model-based 

methods (MBM) and non-model-based methods 

(NMBM). Model-based approaches utilize 

mathematical models of the system for fault 

diagnosis, but obtaining precise models can be 

challenging due to the inherent nonlinearity of 

systems. NMBMs, alternatively, rely on 

measurements, empirical knowledge, or detailed 

examinations of the system. This category 

encompasses techniques such as thresholding, expert 

systems, and the application of artificial intelligence 

this latter would be used in this research [8]. 

Motor Current Signature Analysis (MCSA) is 

among the prominent MBMs extensively employed 

for monitoring and diagnosing IMs. It leverages 

spectrum signatures to identify various fault types 

[9], incorporating techniques like the Fast Fourier 

Transform (FFT). Nonetheless, FFT's effectiveness 

and precision are compromised by its time-domain 

constraints and challenges with nonlinear and non-

stationary signals. To address these limitations of 

FFT, advanced signal processing techniques such as 

Wavelet Transform (WT) [10], Hilbert Transform 

(HT) [11], and Short Time Fourier Transform 

(STFT) [12] are employed. Detecting frequencies 

related to defects becomes challenging when 

employing a short acquisition time due to spectral 

leakage, represented by side lobes. Researchers often 

address this challenge by using window filters to 

overcome side lobe leakage, although this approach 

may result in some loss of information in the 

obtained results [13]. 

The dedicated work in this paper aims to use the 

artificial intelligence techniques through applying 

multiple machine learning algorithms to be able to 

detect, identify and localize air gap eccentricity 

(static and mixed) in the induction machine and 

gives the modelling details of a three-phase 

induction motor suffering from static and mixed air 

gap eccentricity condition under different load 

conditions. To achieve this, we adopted the multi-

winding model (MWM) because it is crucial in fault 

detection for electrical machines as it improves fault 

localization, identification, sensitivity, monitoring 

capabilities, and provides diagnostic insights. By 

considering each winding separately, the model 

enables a more accurate and detailed analysis of 

faults, leading to more effective maintenance and 

improved machine performance. Naturally, the 

machine's airgap is not perfectly smooth (initial 

manufacture imperfections, aging phenomenon, 

slotting effects…). Consequently, when either static 

or dynamic fault eccentricity arises, a mixed 

eccentricity behavior is evident. This is 

characterized by the recognizable amplitude 

modulation of the line current at the rotational speed. 

The basic fault in induction machines, that enclose a 

major proportion of the machine’s defects, is the air-

gap eccentricity [14]. Acquisition of the stator 

current signals obtained by simulating the model for 

different eccentricity conditions with different 

functioning profiles. Through the analysis of signal 

fluctuations accompanying defected machines, the 

machines will be classified based on the nature and 

location of the fault. The premise of adopting this 

paper’s proposed technique is to perform a 

multiclassification process using regression and 

classification the latter’s technique which is 

Decision Trees achieved an overall accuracy 

surpassing 80% against other classifiers, and for the 

regression task Random Forest outperformed by 

delivering the least values of loss error with 0.014 

using mean square error evaluation metric and 

achieving a 98.6% accuracy. 

 

1.1 Related works 

Rouaibia et al in [15], presented two methods to 

detect air gap eccentricity faults and evaluate its 

severity by monitoring stator current using Park 

vector method and discrete wavelet transform in 
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order to distinguish the healthy from the faulty 

machine, the proposed dynamic model is based on 

magnetically coupled coils to simulate the behaviour 

of eccentricity defect. 

Maamar et al in [16], investigated the application 

of continuous wavelet transform in feature extraction 

and then compared the classification of a multi-layer 

perceptron neural network algorithm across various 

cases on vibrational data signal for misalignment 

defect in three phase induction machine. 

Chouidira et al in [17] proposed a method to 

detect broken rotor bars and inter turn short circuits, 

by using root mean square (RMS) values extracted 

from simulating a multi winding model of IM and 

used it as an input to train an artificial neural network 

(ANN) algorithm capable of detecting and localizing 

these defects. 

Saucedo et al in [18] conducted a time and 

frequency domain analysis for a combination of a 

vibration and current signal of a rotor related defect 

(bearing) in order to extract statistical features used 

to train a machine learning algorithm by using ANN 

classifier to diagnose multiple fault severities  

By investigating the literature in the diagnosis of 

air gap eccentricity and rotor related faults, it became 

a necessity to employ stator current signal data with 

artificial intelligence algorithms to detect air gap 

eccentricity defect and its types under various 

operating conditions to ensure a strong monitoring 

performance and avoid undesirable breakdowns. 

 

2. INDUCTION MACHINE FAULTY MODEL 

 

2.1 Multi Winding Model  

Figure 1 represents the rotor of an induction cage 

machine assimilated to a polyphase winding where 

each mesh is made up of two adjacent bars and two 

short-circuit ring portions. The stator circuit is 

composed of a three-phase winding which can be 

placed in the stator slots in different ways thus 

defining the type of winding adopted [19, 

20].However, within the framework of the study of 

the detection and localization of possible faults which 

occur in the IM, the MWM well proven reliability 

describes the rotor as a set of loops interconnected 

between them, each formed by two adjacent bars and 

which end up with the portions of rings which 

connect them. 

Considering the MWM at the induction cage 

machine, figures 1 and 2, respectively rotor multi-

winding scheme, representation of a rotor loop from 

which we can see that each bar and each rotor ring, is 

modeled by an inductance and a resistance. 

 

Fig. 1. Rotor multi-winding scheme 

 

 
Fig. 2. Representation of a rotoric loop 

 

2.1.1 Voltage equations  

Figure 2 depicts a segment of the equivalent 

electrical circuit of a rotor mesh, showcasing the 

rotor bars and short-circuit ring segments through 

their respective resistances and leakage inductances. 

Based on this illustration, the equations for the 

voltages of the three stator phases and the (𝑁𝑏 + 1) 

rotor meshes can be derived. [21]. 

[𝑉𝑠] = [𝑅𝑠][𝐼𝑠] +
𝑑[𝜓𝑠]

𝑑𝑡
                       (1) 

 

[𝑉𝑟] = [𝑅𝑟][𝐼𝑟] +
𝑑[𝜓𝑟]

𝑑𝑡
                             (2) 

where [𝜓𝑠]  and [𝜓𝑟] denote the vectors 

encapsulating the total fluxes through the stator and 

rotor windings, respectively. Meanwhile, [𝐼𝑠]and [𝐼𝑟] 

represent the respective current vectors associated 

with these windings, as follows: 
[𝜓𝑠] = [𝐿𝑠𝑠][𝐼𝑠] + [𝐿𝑠𝑟][𝐼𝑟]                  (3) 

[𝜓𝑟] = [𝐿𝑟𝑠][𝐼𝑠] + [𝐿𝑟𝑟][𝐼𝑟]                  (4) 

[𝑉𝑠] = [𝑉𝑠𝐴    𝑉𝑠𝐵     𝑉𝑠𝐶]                         (5) 

   [𝑉𝑟] = [𝑉𝑟1𝑉𝑟2 … …𝑉𝑟𝑁𝑏
𝑉𝑟𝑒]

𝑇
                (6) 

[𝐼𝑠] = [𝑖𝑠𝐴    𝑖𝑠𝐵    𝑖𝑠𝐶]𝑇                         (7) 

[𝐼𝑟] = [𝑖𝑟1𝑖𝑟2 … …… 𝑖𝑟𝑁𝑏
𝑖𝑟𝑒]

𝑇
               (8) 

Where  𝑖𝑟𝑗  and 𝑖𝑟𝑒  are respectively the currents of the 

𝑗𝑡ℎ  rotor mesh and of the short-circuit ring. 𝑉𝑟𝑗 and 

𝑉𝑟𝑒are the corresponding voltages with, for a cage 

rotor (short-circuited mesh), 𝑉𝑟𝑗 = 0 and 𝑉𝑟𝑒 = 0; 

j=1.2,….. 𝑁𝑏 .The resistor matrices are symmetric 

matrices. [𝑅𝑠] is a 3×3 matrix, while [𝑅𝑟] has (𝑁𝑏 +



DIAGNOSTYKA, Vol. 25, No. 4 (2024)  

Bentrad MB, Ghoggal A, Bahi T: Detection and classification of air gap eccentricity fault in induction… 

 

4 

1) × (𝑁𝑏 + 1)  elements that can be reconstructed 

from the laws relating to electrical circuits.  

By joining both of equations (1) and (2) into the 

same matrix equation, we arrive at: 

          [𝑉] = [𝑅][𝐼] +
𝑑([𝐿],[𝐼])

𝑑𝑡
                                (9) 

Which gives , 

[𝑉] = [𝑅][𝐼] + [𝐼] ⋅
𝑑𝜃𝑟

𝑑𝑡
⋅

𝑑[𝐿]

𝑑𝜃𝑟
+ [𝐿] ⋅

𝑑[𝐼]

𝑑𝑡
      (10) 

[𝑉] = [𝑅][𝐼] + [𝐼]Ω𝑟 ⋅
𝑑[𝐿]

𝑑𝜃𝑟
+ [𝐿]

𝑑[𝐼]

𝑑𝑡
            (11) 

While, 

[𝑉] = [
[𝑉𝑠]

[𝑉𝑟]
]                                                  (12) 

[𝑈] = [𝑉𝑠𝐴 𝑉𝑠𝐵 𝑉𝑠𝐶 0 0 0 ⋯ 0 0]𝑇     

                 (13) 

[𝐼] = [
[𝐼𝑠]

[𝐼𝑟]
]                                                   (14) 

[𝐼] = [𝑖𝑠𝐴 𝑖𝑠𝐵 𝑖𝑠𝐶 𝑖𝑟1 𝑖𝑟2 ⋯ 𝑖𝑟𝑁𝑏
𝑖𝑟𝑒],    

                      (15) 

And, 

[𝑅] = [
[𝑅𝑠] 0

0 [𝑅𝑟]
]                                   (16) 

[𝐿] = [
[𝐿𝑠𝑠]    [𝐿𝑠𝑟

[𝐿𝑟𝑠]    [𝐿𝑟𝑟]
]                                  (17) 

 

2.1.2 Mechanical equations  

Depending on the specific application for which the 

motor is intended, the mechanical equation of 

motion can be formulated as follows: 

𝐽𝑇 ⋅
𝑑Ω𝑟

𝑑𝑡
+ 𝑓VΩ𝑟 = 𝑇𝑒 − 𝑇𝑟                         (18) 

where: 

𝐽𝑇 : total moment of inertia; 

𝑓V : viscous friction coefficient; 

𝑇𝑒  : electromagnetic torque; 

𝑇𝑟 : resistant torque. 

And after simplifications which finally give the 

expression of the electromagnetic torque. 

𝑇𝑒 =
1

2
⋅ [𝐼𝑠]

𝑇 ⋅
𝑑[𝐿𝑠𝑟]

𝑑𝜃𝑟
⋅ [𝐼𝑟]                           (19) 

 

2.1.3 System of differential equations 

We can group the voltage equations and the 

mechanical equation into a single matrix 

representation to arrive at a condensed form [22]: 

[𝑈] = [𝐵] ⋅ [𝑋] + [𝐴] ⋅ [𝑋̇]                                 (20) 

The vector [𝑋̇] is written as follows : 

[𝑋̇] = [A]−1 ⋅ [𝑈] − [A]−1 ⋅ [B] ⋅ [𝑋]                    (21) 

We thus reveal the state vector [𝑋] and the vector 
[𝑈] containing the external quantities to the machine 

such as: 

[𝑈] = [
[𝑉]
−𝑇𝑟

0

]                            (22) 

[𝑋] = [
[𝐼]
Ω𝑟

𝜃𝑟

]                              (23) 

With the definition of matrices A and B given by: 

[A] =

[
 
 
 ([𝑅] + Ω𝑟

𝑑[𝐿]

𝑑𝜃𝑟
) 0 0

−
1

2
[𝐼]𝑇

𝑑[𝐿]

𝑑𝜃𝑟
𝑓V 0

0 −1 0]
 
 
 

             (24) 

[B] = [
[𝐿] 0 0
0 𝐽𝑇 0
0 0 1

] .                        (25) 

 

2.2 Modeling of the IM with eccentricity fault 

Inadequate machining or wear over time can 

result in the misalignment of the machine's central 

axis, leading to dynamic eccentricity. This causes the 

rotor to rotate around the stator axis, as illustrated in 

Figure (3). Such eccentricity issues significantly 

affect the machine's performance. Specifically, when 

the air gap varies, it alters both the machine's 

individual and mutual inductances. This poses a 

significant challenge for induction generators, 

particularly because this issue frequently arises [23]. 

 

Fig. 3. Types of Eccentricities: a) static, b) dynamic 
and c) mixed 

 

The third part of the IM is the air gap which is 

characterized by a void with a low thickness of 0.3 

to 2mm, in general, this thickness is uniform (healthy 

state) between the rotor and the stator. However, it 

can be affected in the event of a fault of eccentricity. 

In induction machines, eccentricity refers to the 

misalignment of the rotor with respect to the stator 

axis. Eccentricity can occur in different forms, 

resulting in various types of eccentricity. 

• Static eccentricity 

SE simply changes the air gap configuration. In 

equation (26), where the air gap was originally 

consistent for a properly functioning machine, it now 

has a different value: 

𝑒𝑠(𝜃𝑠) = 𝑒0(1 − 𝛿𝑠 ⋅ cos (𝜃𝑠))                      (26) 

𝛿𝑠: degree of static eccentricity. 

• Dynamic eccentricity 

This type is quite different from the previous type 

where the rotor now rotates around the stator bore 

center rather than its own center. 

𝑒𝑑(𝜃𝑠) = 𝑒0(1 − 𝛿𝑑 ⋅ cos (𝜃𝑠 − 𝜃))              (27) 

𝛿𝑠:  degree of the dynamic eccentricity 

• Mixed eccentricity 

Mixed eccentricity is the combination of the static 

air gap eccentricity and the dynamic one and its 

expression is as follows: 
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𝑒𝑀(𝜃𝑠, 𝜃) = 𝑒0(1 − 𝛿𝑠 ⋅ cos (𝜃𝑠) − 𝛿𝑑 ⋅ cos (𝜃𝑠 − 𝜃))    (28) 

The presence of eccentricity in induction 

machine has significant impacts on both the machine 

and personnel. It reduces machine efficiency, 

increases operating costs, decreases output 

performance, and accelerates wear and tear on 

components. Eccentricity requires more frequent 

maintenance, increases the risk of unplanned 

failures, and poses safety hazards. Personnel may 

face increased workloads, safety risks, and training 

requirements. Downtime and production losses can 

occur, and there is a risk of inaccurate diagnosis and 

inappropriate repair actions. Proactive measures, 

such as regular inspections and preventive 

maintenance, are essential to mitigate these 

influences, ensuring machine reliability, personnel 

safety, and optimal performance. 

Figures (4) and (5) illustrate stator current signal 

for both a healthy and a faulty air gap under heavy 

load respectively. It can be noted that air gap 

eccentricity has a prominent influence on the 

sinusoidal form of the current on all of the phases in 

extreme degree of severity by causing undesirable 

oscillations and phase shift as can be shown, which 

indicates that eccentricity is a serious problem in IM 

that should put under a strong monitoring scope. 

Figure (6) on the other hand, indicate that early-stage 

air gap irregularity is hard to be detected in this stage, 

where oscillations can’t be visible to the naked eye, 

which requires a supplementary analysis to put the 

fluctuations under investigation to make a proper 

decision about the machine’s condition in order to 

prevent the deterioration of the machine’s condition. 

 

 
Fig. 4. Stator current under heavy load of a healthy 

air gap 

 

To assess and diagnose the performance of our 

real model, a comprehensive analysis was conducted 

employing traditional approaches (MBMs) which 

include signal analysis techniques. This involved 

subjecting the model to spectral analysis utilizing 

FFT in the frequency domain. Additionally, an 

energy distribution analysis was performed using the 

WT approach, which operates in the time-frequency 

domain. These approaches were considered because 

they are extensively used in the diagnosis of IMs in 

hope to extract fault features across various 

operational scenarios and at different stages of defect 

severity.  

 
Fig. 5. Stator current under heavy load and  mixed 

eccentricity 

 
Fig. 6. Comparison of a healthy machine with an early 

stage of static eccentricity single phase stator current  

 

Figures (7) and (8) show a spectral analysis of the 

stator current for both healthy and faulty air gap 

under weak load and for various stages of defect, it 

can be noted that FFT delivers useful information 

only in extreme stage of the defect, which is a 

drawback while performing a monitoring task. 

After conducting the aforementioned diagnostic 

techniques, it becomes evident that the MBMs 

exhibit limitations, particularly when the IM is 

operating without a load or under weak load 

conditions. Additionally, these methods face 

challenges in detecting defects at early stages, where 

subtle fluctuations in the current pose difficulties. 

Moreover, their inadequacy extends to the 

identification of the nature of the defect (SE and 

ME), and also given that certain faults, such as 

bearing defects, broken rotor bars, and air gap 

eccentricity, manifest similar symptoms under weak 

load conditions, leading to potential misdiagnosis. 

In scenarios where the IM operates with a small 

slip and rotational speed is in close proximity to 

synchronization, the frequencies associated with 

defects become challenging to discern due to their 

proximity to the fundamental frequency, coupled 

with their small amplitudes, which are situated in the 
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side bands. This difficulty in detection is illustrated 

in Figure 9. 

 
Fig. 7. Spectral analysis of static air gap eccentricity 

comparison under weak load conditions (healthy,early 

stage of airgap eccentricity) 

 

 
Fig. 8. Spectral analysis of static air gap eccentricity 

comparison under weak load conditions (healthy,extreme 
case of airgap eccentricity) 

 

Furthermore, the limitations of MBMs extend to 

transient mode conditions, where spectral leakage 

becomes a significant issue. In situations where 

abrupt load fluctuations occur during operational 

conditions (e.g., in mills, wind turbines), these 

methods encounter challenges. The sudden changes 

in load cause distortion in the spectral image of the 

current, resulting in ambiguous frequencies. This 

distortion leads to a loss of information, as fault 

frequencies become obscured behind the frequency 

of load fluctuation. To address this issue and 

improve spectral resolution, longer measurement 

times are required, necessitating additional storage 

and sophisticated equipment. 

It can be shown in Figure (10) that a full 

decomposition using (WT) was performed for both a 

healthy and faulty machine as a solution to mitigate 

the limitation of FFT technique by employing time 

and frequency domain analysis in order to have a 

better understanding of the signal’s condition. 

However, when not treated with a proper 

investigation and extensive study, WT is limited 

while choosing the right mother wavelet to be 

implemented in the decomposition process, it can be 

computationally too extensive, WT has many 

variantes and each has its own advantage and 

drawback which requires a prior knowledge on the 

specified technique to be used 

 
Fig. 9. Spectral analysis of Mixed air gap 

eccentricity comparison under weak load 
conditions (healthy,extreme cas.e of airgap 

eccentricity) 

 

Figure (11) illustrates clearly the disadvantages 

of WT energy distribution technique, while 

performing feature extraction it requires a careful 

choice of decomposition level through all of the 

signals conditions (fault type,health condition and 

load’s condition) so it can be suitable for the 

diagnosis task (see Figure 11a,b) it can be shown that 

a faulty machine dissipates more energy than the 

healthy model which is illogical and may lead to 

misinterpretaion that can render this technique 

unsuitable for this case. 
 

 
                   (a) 
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(b) 

Fig. 10. Signal decomposition using wavelet 
transform : a-healthy;b-faulty 

 

 (a) 

 

 (b) 

 

Fig. 11. Energy distribution analysis using WT at 
different stages under WLC: (a)-Healthy Vs Static 

eccentricity; (b) - Healthy Vs Mixed eccentricity 

3. APPLICATION OF ARTIFICIAL 

INTELLIGENCE TECHNIQUES 

 

An artificial neural network (ANN) is a machine 

learning technique designed to mimic the 

information processing capabilities of the human 

brain. In the human brain, neurons serve as the 

fundamental building blocks, with a single brain 

potentially containing between 15 to 20 billion of 

these interconnected cells. These neurons 

communicate through electrochemical signals, 

forming a complex network that facilitates various 

cognitive functions [24]. 

In a neural network, each neuron in a given layer 

receives input from every neuron in the preceding 

layer. Specifically, a feed-forward neural network 

operates without any feedback loops; it computes 

layer outputs exclusively through a forward pass. 

These feed-forward networks, especially those with 

multiple hidden layers referred to as deep neural 

networks can be shown in Figure 12 [25], are 

frequently employed for tasks like detecting faults in 

rotating machinery. The advantage of deep neural 

networks lies in their ability to learn intricate 

representations across multiple layers, enabling them 

to model complex relationships between input and 

target outputs. 

 
Fig. 12. MLP’s network architecture 

 

When applying neural networks to address the 

diagnosis of failures in an electromechanical system, 

two primary steps need to be implemented : 

• The initial step involves examining the problem at 

hand to confirm its suitability for neural network-

based solutions. This includes defining the 

objectives that need to be met to ensure the 

quality and effectiveness of the selected solution. 

• The second step centers on the neural network 

technique. This involves selecting the 

appropriate network type and its configuration, 

such as determining the learning method and 

specifying the number of hidden layers. These 

choices are made based on the specific 

characteristics of the problem under 

investigation and the defined objectives. 

The neural network was designed and trained to 

perform characterizations based on a database 
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consisting of 216 samples. Each sample in the 

database contained 45,000 points representing the 

current signature, and the network aimed to predict 

four outputs related to the health state of the 

induction machine, the condition of the loads, and 

the designated stator current phase. For this phase 

the following tasks have been realized:  

• The IM was simulated in ordinary operational 

conditions (healthy state); 

 • The IM has been simulated in abnormal 

operational conditions (in the presence of defects 

of air gap eccentricity in both types static and 

mixed); 

 • The IM has been simulated for both normal and 

abnormal for different working modes : low load 

torque (10N.m), medium load torque 

(30N.m) and high load torque (40N.m) as shown 

in Figure 13. 
 

3.1 Classification of the machine’s condition and 

fault nature  

Selection of the outputs involves deciding on the 

number and type of outputs to simplify the 

interpretation of the network's results. The table 1 

shows faults output classification. 

 
Table 1. Fault’s output classification 

Machine 

condition 

Load 

condition 

Phase Code 

S1 S2 S3 S4 

HAG 

WLC 

Phase A 0 0 0 0 

Phase B 0 0 0 0.5 

Phase C 0 0 0 1 

MLC 

Phase A 0 0 0.5 0 

Phase B 0 0 0.5 0.5 

Phase C 0 0 0.5 1 

HLC 

Phase A 0 0 1 0 

Phase B 0 0 1 0.5 

Phase C 0 0 1 1 

SE 

WLC 

Phase A 1 0 0 0 

Phase B 1 0 0 0.5 

Phase C 1 0 0 1 

MLC 

Phase A 1 0 0.5 0 

Phase B 1 0 0.5 0.5 

Phase C 1 0 0.5 1 

HLC 

Phase A 1 0 1 0 

Phase B 1 0 1 0.5 

Phase C 1 0 1 1 

ME 

WLC 

Phase A 1 1 0 0 

Phase B 1 1 0 0.5 

Phase C 1 1 0 1 

MLC 

Phase A 1 1 0.5 0 

Phase B 1 1 0.5 0.5 

Phase C 1 1 0.5 1 

HLC 

Phase A 1 1 1 0 

Phase B 1 1 1 0.5 

Phase C 1 1 1 1 

 

We end up by having 4 outputs containg 4 variables 

describing the machine parameters as follows: 

S1: machine’s health state; 

S2: nature of air gap eccentricity (static or mixed); 

S3: load’s condition; 

S4: stator current Phase. 

 
Fig. 13. Integration of the ML algorithm in the 

Diagnosis  

 

4. RESULTS AND DISCUSSION 

 

Classification techniques are employed for the 

identification and categorization of specific fault 

classes or operational states of the induction 

machine. Using historical data that includes normal 

and faulty machine behaviour, a classification model 

is trained to recognize patterns associated with 

different fault types. This enables the system to 

classify the current state of the machine into 

predefined categories, indicating the presence or 

absence of specific faults. Commonly used 

classification algorithms include neural networks, 

logistic regression, decision trees and support vector 

machines.  

On the other hand, regression techniques are 

utilized for quantifying the severity or magnitude of 

faults detected in the induction machine. Unlike 

classification, regression models predict continuous 

numerical values, providing an estimate of the 

degree to which a fault has affected the machine's 

performance. Engineers use regression analysis to 

establish relationships between input features and 

the expected output, allowing them to assess 

parameters such as vibration levels, temperature 

variations, or other relevant indicators. Popular 

regression algorithms for induction machine 

diagnosis include linear regression, decision tree 

regression, and neural networks designed for 

regression tasks. 

By combining classification and regression 

approaches, practitioners can create a robust 

diagnostic system that not only identifies the 

presence of faults but also provides insights into the 

extent of their impact on machine performance. This 

integrated approach enhances the reliability and 

accuracy of induction machine diagnostics, 

facilitating timely maintenance and minimizing 

downtime in industrial settings. 

 

4.1 Classification technique  

In the process of conducting the classification 

diagnosis, it is essential to note that alterations were 

made to the dataset's nature. Specifically, dataset 

transitioned from a set of continuous points 
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representing the current sinusoidal signature to 

exclusive Root Mean Square (RMS) values. This 

modification aimed to enhance the suitability of 

utilizing labels crucial for this specific classification, 

ensuring that the dataset aligns optimally with the 

requirements of the classification task. 

The classification process involved selecting 

RMS current values as predictors. To determine key 

attributes such as health state, fault type, load 

condition, and phase , they were chosen as response 

values , a 5-fold cross-validation method was 

applied. This technique partitions the dataset into 

five subsets for iterative training and validation, 

effectively avoiding overfitting risks. 

As for the results are as follows  in Figure 14 and 

table II. 

 

Fig. 14. Confusion matrix results: a-health state;  
b-load’s condition; c-phase localization; d-fault’s 

type 

 

Table 2. Different machine learning classifiers 

performance 

Preset Fault 

detection 
Fault 

identification 
Load 

condition 
Phase 

localization 
Overall 

accuracy 

Complex 

tree 100% 69.9% 97.7% 53.2% 80.2% 

Medium 

tree 100% 72.7% 97.7% 53.2% 80.9% 

Cubic SVM 100% 62.5% 98.6% 35.6% 74.1% 

Fine 

Gaussian 

SVM 
98.1% 75.5% 96.8% 20.4% 72.7% 

Boosted 

trees 91.7% 69.9% 95.8% 52.8% 77.5% 

RUSbossted 

trees 91.7% 42.6% 94.4% 49.1% 69.4% 

 

Upon completing the classification task, it 

becomes evident that the Decision Trees classifier 

excels compared to the other selected classifiers, 

boasting an overall accuracy surpassing 80%. 

Specifically, by opting for the medium tree as its 

preset, it attained a commendable accuracy rate of 

80.9%. This performance effectively enhances fault 

detection, fault identification, load condition 

assessment, and phase localization predictions. 

 

4.2 Regression Technique  

The second phase, regression approach was 

tested on raw dataset (a matrix of 216×45000) since 

It proves valuable in forecasting, hypothesis testing, 

and controlling for confounding variables, the 

interpretability of regression models also aids in 

pinpointing specific variables contributing to faults. 

The chosen program utilizes the Random Forest 

Regressor from the scikit-learn framework to develop 

a regression prediction model. It begins by importing 

data from the provided raw dataset as inputs for 

features and the output from Table 1 as the target 

data. The dataset is then divided into training and test 

subsets in an 80:20 ratio (80% for training and 20% 

for test) to assess the model's efficiency on new data. 

Standardization of input features is performed using 

the StandardScaler to optimize the model training 

process. Following this, the Random Forest 

Regressor, comprised of 100 decision trees, is 

instantiated and trained on the standardized training 

dataset. Subsequent predictions are made for both the 

training and test sets. 

 

 

Fig. 15. The chosen network architecture 
 

When assessing the effectiveness of regression 

methods, measures like Root Mean Square Error 

(RMSE), Mean Squared Error (MSE), and Mean 

Absolute Error (MAE) are extensively used to 

measure how closely predictions align with actual 

data. These measures offer a perspective on the 

suitability of a regression model to the dataset and 

the dependability of its forecasts. 

 

4.2.1 Mean Squared Error  

Mean Squared Error (MSE) calculates the 

average squared discrepancy between the actual and 

forecasted values within a dataset. Essentially, it 

quantifies the variability or dispersion of the 

residuals. 

MSE =
1

𝑛
∑  𝑛

𝑖=1 (𝑦𝑖 − 𝑦̂𝑖)
2                   (29) 

n : number of observations; 
𝑦𝑖: actual value; 
𝑦̂𝑖: predicted value. 
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4.2.2 Root Mean Square Error  

It is derived by taking the square root of the Mean 

Squared Error. It serves as a metric for the standard 

deviation of the residuals. 

RMSE = √
1

𝑛
∑  𝑛

𝑖=1 (𝑦𝑖 − 𝑦̂𝑖)
2              (30) 

 

4.2.3 The Mean Absolute Error (MAE) 

It calculates the average absolute variance 

between the real and forecasted values within a 

dataset. It quantifies the average magnitude of the 

residuals in the dataset. 

MAE =
1

𝑛
∑  𝑛

𝑖=1 |𝑦𝑖 − 𝑦̂𝑖|                      (31) 

And the results of training the regressions models on 

the raw dataset and after evaluations using the 

previous metric are as follows in Table III. 

Table 3. Regression Models Evaluation 

Ml 

algorithm 
Regression 

Model 
MSE RMSE MAE 

Supervised 
learning 

Decision 

Trees 
0.05813 0.24112 0.05813 

ElasticNet 0.1322 0.36359 0.31994 

KernelRidge 0.05365 0.23163 0.15355 

K-Nearest 

Neighbors 
(KNN) 

0.05720 0.23918 0.10775 

Support 

Vector 
Machine 

(SVM) 

0.04370 0.20906 0.13230 

Ensemble 

Methods 

Random 

Forest 
0.01431 0.07336 0.16926 

NEURAL 

Networks 

Artificial 

neural 

Networks 

(ANN) 

0.07595 0.27559 0.19438 

Long Short-

Term 

Memory 

(LSTM) 

0.2001 0.44742 0.39508 

 

In contrast to various regression algorithms such 

as Artificial Neural Network (ANN), K-Nearest 

Neighbors (KNN), Support Vector Machine (SVM), 

Kernel Ridge, ElasticNet, Long Short-Term 

Memory (LSTM), and Decision Tree, Random 

Forest consistently demonstrated superior 

performance across key evaluation metrics. The 

thorough assessment highlighted Random Forest's 

proficiency in minimizing prediction errors, 

demonstrating its efficiency in capturing inherent 

patterns and relationships within the dataset. This 

finding emphasizes the reliability and effectiveness 

of the Random Forest algorithm in regression 

applications, establishing it as a compelling choice 

for accurate and dependable predictive modelling. 

The Random Forest technique prediction results are 

as follows in Figures 16-19 and Figure 20 present 

Overall comparison of the regression models. 

 

 
Fig. 16. Results of test predictions of the machine’s 

health state 

 
Fig. 17. Results of test predictions of the fault’s 

Type 

 
Fig. 18. Results of test predictions of the load’s 

condition 

 
Fig. 19. Results of test predictions of the phase 

location 

 
Fig. 20. Overall comparison of the regression 

models 
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5. CONCLUSION 

 

After a thorough comparison of the classification 

task preset model and the regression task models for 

identifying air gap eccentricity faults in induction 

machines, both methods exhibit considerable 

potential. Yet, when using stator current raw data as 

inputs, the regression task model slightly 

outperforms in accuracy and precision. This slight 

advantage implies that regression methods might 

provide deeper understanding into the machine's 

health condition, pinpointing the exact type and 

location of faults, and assessing operational load 

conditions. Nonetheless, both strategies offer valid 

choices, and the selection should align with 

particular application needs and goals. 

The upcoming work will focus on developing an 

algorithm capable of recognizing and predicting the 

degree of air gap eccentricity, considering its various 

types and load conditions. The primary objective is 

to enable effective monitoring at early stages of the 

defect of the machine's health status and prevent 

imminent dangers that could provoke undesirable 

breakdowns. 
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