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Abstract 

Defect identification of transmission lines has become a crucial step in ensuring the proper functioning of 

the current transmission system due to the ongoing growth of the power grid size. The study primarily concerns 

itself with the current shortcomings of unmanned aerial vehicle transmission defect detection, particularly in 

terms of image quality and other related issues. In response, an unmanned aerial vehicle transmission defect 

detection system based on edge computing has been proposed. This system employs edge computing networks 

and lightweight improvements, and finally, through the analysis of experimental data, the performance and 

detection effectiveness of the system are validated. The outcomes revealed that the accuracy of the model used 

for the study in detecting insulators is 0.05 higher than other models. The system was more effective in detecting 

normal insulators and abnormal insulators. The error of the system in detecting transmission line images was 

0.18 lower than other algorithms, and the average percentage error was 0.20 lower compared to other model 

error values. This reveals that the system used in the study was able to improve the detection of transmission 

lines, and also improved the quality of the detected images. This is an excellent manual for enhancing UAV 

transmission line defect detection precision in the future. 
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1. INTRODUCTION 

 

The safe and stable functioning of transmission 

lines (TLs), a significant conduit for power 

transmission in the contemporary electric power 

system, is essential to the regular operation of social 

production and daily living [1]. However, in the 

natural environment, TLs are often affected by the 

natural environment and human factors, resulting in 

a variety of defects often occurring in TLs, which 

may lead to serious safety accidents if they are not 

detected and treated in time [2]. To guarantee the 

current functioning of the power system, it is crucial 

to understand how to precisely inspect TL [3]. Most 

of the traditional TL inspections rely on manual 

inspection, which is not only inefficient but also has 

a large security risk. Unmanned aerial vehicle 

(UAV) technology has advanced over time, and 

because of its benefits-such as improved mobility 

and a broad inspection range-UAVs are now a new 

technique for TL inspection [4]. UAV can also carry 

high-resolution cameras and other sensors to 

automate the inspection of TLs, which substantially 

improves the inspection efficiency and safety, while 

a large amount of image data processing and real-

time defect detection (DD) pose a great challenge to 
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the UAV's data processing capability. Edge 

computing (EC), as a new computing paradigm, can 

effectively reduce the computational pressure of the 

central cloud, reduce the data transmission delay, 

and realize rapid response by performing data 

processing at the near-end of the network edge. 

DD of TL can not only guarantee the stable 

operation of the transmission system, but also 

prevent the occurrence of safety accidents. An ultra-

small bolt DD model based on a deep convolutional 

neural network was proposed by Luo et al. to address 

the challenge of bolt flaws in TL detection that are 

hard to identify. With the help of the local bolt 

detection module and the ultra-small object 

perception module, the model was able to 

intelligently recognize bolt flaws. The study's 

findings showed that the suggested approach has 

significant application value and can successfully 

enhance bolt DD performance [5]. Dong et al. 

suggested a detection technique that enhances the TL 

image DD performance by combining CNN and 

Transformer. The outcomes showed that, in terms of 

average TL image DD correctness, the suggested 

method performs better than other widely used 

approaches [6]. To address the challenges of 
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insulator DD in smart grids, Liu et al. researched and 

systematically sorted out the research progress of 

insulator defects based on deep learning, and 

proposed insulator processing stage methods using 

image preprocessing algorithms for data 

augmentation and underlying visual information 

extraction, as well as a DD stage model using 

different task objectives for fault localization and 

classification. The results of the study showed that 

these methods achieved significant results in 

improving the DD performance of insulators [7]. To 

accomplish the tiny surface DD task in Industry 4.0 

and get around the problem of dynamic changes on 

the development of the relationship between the twin 

simulation and the real scene, Wu et al. presented a 

digital twin solution based on a networked 

manufacturing system. The novel approach 

efficiently collected, processed, analyzed, and stored 

factory data by combining edge cloud architecture 

and deep learning techniques. The outcomes showed 

that, in small-scale fault detection tasks, the 

suggested approach achieves good accuracy and 

recall [8]. The DSMH-YOLOv4 algorithm, which is 

based on YOLOv4, was proposed by Han et al. to 

increase the speed and accuracy of UAVs used to 

identify flaws in TL insulators. The study's findings 

demonstrated that the algorithm's parameters were 

lowered and that insulators' and faults' average 

accuracy increased [9]. In Kiruthiga and Prakash’s 

study, it was found that transmission lines often 

experience varying degrees of potential faults and 

defects during operation, thus requiring detection of 

transmission lines at different times. Therefore, an 

artificial intelligence transmission line detection 

technology was used in the study. The new 

technology can use different intelligent technologies 

to detect transmission lines, and greatly improve the 

accuracy and recall of fault detection, reducing the 

need for manual detection [10]. Ahmed and Mohanta 

found that the use and manufacturing of drones are 

currently important issues in the high-altitude 

detection of transmission line faults. Therefore, a 

deep learning evaluation method has been proposed 

to be introduced into drones, which can identify 

relevant faults of power transmission line insulators 

during drone fault detection. The research results 

indicate that the new method can improve the 

effectiveness of unmanned aerial vehicles in 

detecting faults in transmission lines, enhance 

detection accuracy, and make a good contribution to 

the detection and evaluation of transmission line 

faults [11]. Benelmostafa et al. found in their study 

that using machine vision technology is a good 

detection technique for power transmission lines. 

Therefore, in order to improve the practical effect 

and accuracy of transmission line detection, a 

research proposes an unmanned aerial vehicle 

transmission line detection technology based on the 

Yolov8 algorithm. The new technology can fuse the 

components of the Yolov8 algorithm into different 

feature maps to enhance detection performance. The 

research results indicate that the new method 

significantly improves detection accuracy while 

maintaining efficiency, which has a good guiding 

role for the detection of unmanned aerial vehicle 

transmission lines [12]. 

It can be observed that there have been many 

studies conducted on TL detection research, but most 

of the studies have poor image processing. Based on 

this, the study proposes a new technique for UAV 

transmission detection based on EC. The study 

analyzes the TL images by using the Efficientdet 

network in EC to improve the image detection, and 

also improves the Efficientdet model by using the 

lightweight network to improve the system's ability 

to store and process the image data. The research is 

mainly divided into four parts. The first part mainly 

introduces the research background and current 

research direction; The second part mainly involves 

building a research system through algorithms and 

applying it in practice; The third part mainly verifies 

the feasibility of the current research model through 

experiments; The fourth part is a summary of the 

current article. 

 

2. METHODS AND MATERIALS 

 

2.1. Transmission defect detection algorithm 

based on edge computing 

DD of TL mainly analyzes the current line by the 

image of TL, and the image is usually taken by UAV, 

but the resolution of the image is too large as well as 

the target of the current detection image is too small. 

Therefore, in the process of taking TL images, 

problems such as unclear images or inaccurate 

detection often occur. Therefore the study uses small 

target detection network model for detection 

analysis. Therefore the study selects Efficientnet for 

target detection analysis, but due to the lack of target 

detection accuracy in the first and second stage of the 

algorithm, for this reason a new BiFPN algorithm 

network is introduced to build a new Efficientdet 

model [13]. Efficientdet model has various loss 

definition methods in defining target loss as shown 

in Equation (1). 

𝑦𝑖 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥𝑖) =
1

1+𝑒−𝑥𝑖
                 (1) 

In Equation (1), 𝑖 is the sample, 𝑦𝑖  denotes the 

value of sample 𝑖  after  activation function, and 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑 denotes the activation function. 𝑥𝑖 denotes 

the output value of sample 𝑖  in the activation 

function. Equation (2) displays the resulting 

classification loss function [14]. 

𝐿𝑐𝑙𝑎𝑠𝑠 = −∑ 𝑦𝑖
*𝑁

𝑖=1 𝑙𝑜𝑔( 𝑣𝑖) + (1 − 𝑦𝑖
*) 𝑙𝑜𝑔( 1 − 𝑦𝑖

)    (2) 

In Equation (2), 𝐿𝑐𝑙𝑎𝑠𝑠  denotes the value of the 

classification loss function 𝑁  denotes the total 

samples, and 𝑦𝑖
*  denotes the predicted value in 

sample B. 
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𝐿𝑙𝑜𝑐𝑎𝑙 = (ℎ− ℎ
*)2 + (𝑥 − 𝑥*)2 + (𝑤 − 𝑤*)2 +

(𝑦 − 𝑦*)2 (3) 

In Equation (3), 𝑥*  denotes the horizontal 

coordinates of the predicted center point (PCP) in the 

sample and 𝑦*  denotes the vertical coordinates of 

the PCP in the sample. 𝑤* denotes the width of the 

PCP in the sample and ℎ
*
 denotes the height of the 

PCP. In the algorithm detection process each wire 

image is regarded as a sample, the different image 

content is categorized into a label, and then the size 

and proportion of the image is divided according to 

the actual situation, to determine the current image 

proportion such as the size of 16 * 16, 32 * 32 or 64 

* 64 and so on. Then the alternative image division 

is mapped into the BiFPN network, which is divided 

into different generating frames by the division rules, 

and then its index value is calculated. As shown in 

Equation (4) its metrics calculation formula [15]. 

𝐼𝑜𝑈 =
|𝐴∩𝐵|

|𝐴∪𝐵|
                            (4) 

In Equation (4), 𝐴  denotes the image to be 

generated and 𝐵 denotes the real image to be divided. 

|𝐴 ∩ 𝐵| denotes the intersection of the two image 

collections. |𝐴 ∪ 𝐵|  denotes the area size of the 

two image collections. 𝐼𝑜𝑈 denotes the number of 

intersection and ratio indicators in the image. To 

improve the resolution of the image, the function is 

set as shown in Equation (5) when the algorithm is 

performed. 

𝑌𝑖 = 𝐹(𝑋𝑖)                           (5) 

In Equation (5), 𝐹  is the convolution of the 

image and 𝑌𝑖  denotes the output. 𝑋𝑖  is the output 

value of the image dimension, at this point the 

recursive operation of the algorithm is shown in 

Equation (6) [16]. 

𝑁 = 𝐹𝑘 ⊙𝐹𝑘−1 ⊙⋯⊙𝐹1 ⊙𝐹1(𝑋1) =
⊙𝑗=1,2,⋯,𝑘 𝐹𝑗(𝑋1) (6) 

In Equation (6), ⊙  denotes the recursive 

operation, here the convolutional layer is divided 

into a number of different stages, each of which has 

the same type, at which point the convolutional 

model is shown in Equation (7). 

𝑁 = ⊙
𝑖=1,⋯,𝑠

𝐹𝑖
𝐿𝑖(𝑋(𝐻𝑖,𝑊𝑖,𝐶𝑖)

)                 (7) 

In Equation (7), (𝐻𝑖 ,𝑊𝑖 , 𝐶𝑖)  denotes the 

dimensional information size of the transmission 

volume of the network at stage 𝑖 . The resolution 

efficiency of the model for TL images can be 

improved by network scaling, as shown in Equation 

(8) for the scaling process of the model. 

𝑊𝑏𝑖𝑓𝑝𝑛 = 64*(1.35𝜑)                      (8) 

In Equation (8), 𝑊𝑏𝑖𝑓𝑝𝑛  denotes the number of 

channels of the model and 𝜑 denotes the change in 

image size of the current user. The scaling process 

obtained by the change in the network layers is 

shown in Equation (9) [17]. 

𝐷𝑏𝑖𝑓𝑝𝑛 = 3 + 𝜑                            (9) 

In Equation (9), 𝐷𝑏𝑖𝑓𝑝𝑛  denotes the 

convolutional layers of the model. The network 

model's breadth is raised to obtain the result 

indicated by Equation (10). 

𝐷𝑏𝑜𝑥 = 3 + |𝜑/3|                          (10) 

Since more than 3 layers of feature network 

images are used in the main network model of the 

model, the resolution of the input at this point can be 

achieved by performing a multiplicative division as 

shown in Equation (11) [18]. 

𝐷𝑖𝑛𝑝𝑢𝑡 = 512 + 𝜑*128                     (11) 

In Equation (11), 128 denotes the multiplier to 

be divided, where the number of feature layers set is 

7, then the multiplier is 2 to the 7th power times. 

Ultimately, the model applies convolution and 

sampling operations to the image in order to improve 

graphics processing and enhance pixels and data. 

The image processing process and pixel 

enhancement method is shown in Figure 1. 

Filter

Secondary filtering processing

Whether data enhancement is required?

Expansion

Horizontal flip

Noise treatment

Image brightness improvement

Data augmentation

Y

N

Split image background

Initial image

 
Fig. 1. Image processing and pixel 

enhancement methods 

 

In Figure 1, when the TL image is input, the 

image is first smoothed by image filtering, followed 

by a morphological transformation of the image to 

divide the background of the image, and then the 

divided image is subjected to a secondary filtering 

process, and then a judgment is made to determine 

whether data enhancement detection is required. If 

necessary, the image is expanded and then data 

enhancement processing, while the data 

enhancement detection is not required to directly 

carry out data enhancement, or then the image is 

analyzed by background filtering. One of the data 

enhancement methods include level flipping, noise 

processing, image brightness enhancement and so 

on. 

2.2. Lightweight system construction based on 

edge computing 

As the TL model is being stored it requires the 

device to have a large enough memory so that the 

images can be stored efficiently. However, such 
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devices will often require more complex or larger 

model structures, but too much storage will reduce 

the model recognition accuracy and model 

representation, so the model representation needs to 

be enhanced by augmenting the dataset. Lightweight 

network is to quantize and prune the model based on 

the original network. In addition, pruning is the 

process of filtering the fixed network model 

structure to remove redundant and superfluous 

processes. The lightweight network structure allows 

the network model with the same accuracy, speed 

and computation can be improved, as shown in 

Figure 2 for the basic unit structure of the lightweight 

network. 

1×1

Conv

3×3

DWConv

1×1

Conv

Concat

1×1

Conv

3×3

DWConv

Channel

Shuffle

Input data 

parameters

Stride=2

 
Fig. 2. Basic unit structure of lightweight 

network 

 

In Figure 2, the lightweight network employs two 

different types of convolution methods: the first 

unifies the model's channels to ensure channel 

consistency, while the other fuses information data 

to enhance the model's feature information 

processing capability. Lastly, combining the two 

approaches helps speed up the model's picture 

processing by reducing the number of model 

parameters during operation. In the process of edge 

detection in the model needs to replace the 

convolutional layer of the model, such as research 

using the image detection algorithm Yolov2 network 

in the Pass Through layer of the initial network to 

replace the convolutional layer, and then to the new 

network layers in order to re-complete the 

convolutional operation of the model. The second is 

to enhance the inference effect of the model; that is, 

in the basic model of the various scales of the picture 

of the target inference, when the picture's 

dimensional data information is larger, the 

dimensionality of the vector picture is obtained as 1 

* 21 * 13 * 13 by using the convolutional layer 

inference model [19]. However, in general, the same 

picture scale inference now need to minimize the 

amount of model computation on the picture, reduce 

the number of model layers, in an attempt to reduce 

the loss of the model due to the layers is too much, 

to improve the efficiency of the calculation of the 

picture EC is to enhance the model of the picture 

analysis of a tool in the analysis of the picture 

detection and analysis of the need to be first 

deployed on the edge detection equipment, as shown 

in Figure 3. 
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Fig. 3. Deployment process of edge detection 

devices 

 

The edge detection system is deployed in four 

stages, as shown in Figure 3: offline processing, data 

transformation, data assessment, and model data 

transfer. The offline processing model is to analyze 

the image data offline and train and process the data 

of the image through the structure of the model. And 

in the offline module, the mean file, model file, and 

network structure file of the chip will be converted 

with the data conversion module, and then the image 

data will be converted into a calibrated image 

dataset. Data conversion is the process of 

transforming the slipper information data obtained 

through offline processing, so that it can be 

recognized and processed by the system. At the same 

time, a new file storage module will be added to the 

module to store the obtained image data for the next 

step of operation. Data evaluation is the process of 

simulating the converted data and conducting 

predictive analysis to release resources. And the 

module will also infer and predict the image data 

used for testing, load and release the final test image 

data. Model data transfer is to store the image data 

from the simulation so that the data can be called in 

a better way. 

Before the analysis of the detection chip needs to 

be carried out on the model of the data framework 

processing, the quantitative processing of the picture 

data is divided into two parts of the file information, 

one is the description of the picture file data 

information, one is the model data file information 

[20-21]. Through quantization processing these two 

kinds of files are compressed to a smaller range, 

through the lightweight processing of the smear can 

become smaller weight value, but the overall model 

preservation effect will be improved, so as to achieve 

the effect of preservation of more data. For the EC 
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detection system of the model needs to be deployed 

in several directions as shown in Figure 4. 
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Data transmission

Power supply

 
Fig. 4. Components deployed by edge 

computing detection system 

 

In Figure 4, the TL image monitoring system 

includes a number of components such as a camera, 

a monitoring chip, a storage unit, a battery, a solar 

panel, a mobile terminal system, a storage module, 

and so on. The system can be able to complete the 

transmission of image information, specified angle 

rotation, signal commands issued and other 

operations through these components. The solar 

panels in the chip system provide energy for the 

mind, power the chip, and transmit the required data 

to designated components through signal 

instructions between various hardware components. 

Finally, the entire system encrypts the transmitted 

data to ensure data security. When the chip receives 

the command, it will send the high-definition picture 

to the main system of edge detection, and the whole 

system carries on the communication transmission 

through the chip, and transmits the picture data into 

the cloud server. The communication module of the 

system is shown in Figure 5. 
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Fig. 5. System communication module 

 

The communication system shown in Figure 5 is 

composed of three main modules: the data 

processing module, the front-end system module, the 

cloud control module, and the communication 

mechanism. The front-end system module is mainly 

responsible for receiving front-end data and 

transmitting command signals. The data processing 

module is mainly responsible for the unified 

processing and analysis of signals received through 

the front-end module, and transmitting them to the 

next communication module. The cloud control 

module mainly controls the instructions and signals 

obtained from data processing, and controls the 

system to transmit the next step of data signals. The 

communication mechanism is an important means of 

connecting the main system to the UAV and this 

mechanism mainly uses nanomsg to operate on the 

edge system. At the same time the system supports 

the connection to a single communication and is able 

to distribute the load in a balanced way to multiple 

data nodes [22]. Lastly, the system must be able to 

assess the state of several applications in order to 

ensure system reliability. 

In the communication device of the system, it is 

necessary to connect the situation of the UAV 

through the cloud service and also to observe the 

surroundings of the TL through the camera of the 

UAV [23-25]. Therefore, the above mentioned EC is 

used in the system for the connection of the system 

communication. The communication protocol uses 

the hypertext transfer protocol, through the receipt of 

the request and then to the information of the system 

text data to broadcast, so as to respond to realize the 

server's response and connection. The 

communication connection process is shown in 

Figure 6. 

Subscribers
Test page

Communications 

protocol

Microchip
Unmanned aerial 

system

Vertical data

Horizontal data

 
Fig. 6. Communication connection flow 

 

In Figure 6, when the user carries out the system 

operation, he or she firstly needs to carry out the 

system operation through the system webpage, and 

secondly, the webpage, after receiving the data 

information, transmits the control information 

required for the operation into the control chip 

through the communication protocol. After receiving 

the signals, the control chip will return the signals 

from the front end to the control cloud, in which the 

signals from the front end include the current 

position information of the UAV, the horizontal 

status and so on. Finally, the communication signal 

is analyzed by EC and the current operation is 

executed while waiting for the next information. 

Thus the whole UAV TL fault detection system is 

built. 
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3. RESULTS OF UAV TRANSMISSION LINE 

DEFECT DETECTION TECHNIQUE 

BASED ON EDGE COMPUTING 

 

3.1. Edge computing model defect detection 

effect analysis 

To investigate the detection effect of the system 

and the test results of EC, the study is analyzed using 

the 2023 UAV TL collection data, which has 158k 

image data in the dataset. The data in the training, 

validation and test sets are distributed in the ratio of 

7:1:2. A total of 36k TL are labeled. There are three 

types of TL type files that are labeled, which are 

physical labeling, key point detection of TL, and 

image overview of TL. The data image used for the 

study is the 2023 Transmission Line Insulators 

public dataset. The tests use detection accuracy, F1 

value and recall to indicate the detection 

effectiveness. The DD effect of the EC system on the 

data images is shown in Figure 7. 

In Figure 7(a), normal insulators (NIs) and 

insulators with defects during the detection process 

differ in the detection accuracy variation curve. The 

accuracy of NIs increases first with the increase in 

network  score  and  then  a  gradient decreases. The 

accuracy of defective insulators (DI), on the other 

hand, stabilizes and then starts to increase and finally 

decreases in a straight line. The accuracy  of  NIs  is 
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Fig. 7. Comparison of detection effects 

between faulty insulators and normal 

insulators 

 

also higher compared to DIs. The highest accuracy 

rate of NI is 0.94, and the highest accuracy rate of DI 

is 0.91, and the accuracy rate of NI is 0.03 higher 
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than that of DI. In Figure 7(b), the change of F1 value 

of normal and DIs is basically the same, but the F1 

value of NIs is higher with 0.97, and the F1 value of 

DIs is only 0.95 at the highest. The F1 value of NIs 

is 0.02 higher than that of DIs. insulator is 0.02 

higher. In Figure 7(c), the change curves of the recall 

rate of NIs and DIs are basically known, but the 

recall rate of NIs is higher, with the highest recall 

rate of NIs being 0.96, and that of DIs being 0.92. 

The recall rate of NIs is higher than that of DIs by 

0.04. It can be seen that the NIs have higher 

performance than the DIs in the process of testing. 

Figure 8 compares the data detection times for the 

EC model. 

0

20

40

60

80

100

1 2 3 4 5 6 7 8 9 10 11 12 13
Model training times

Im
ag

e 
se

g
m

en
ta

ti
o
n
 

ti
m

e(
m

s)

180

185

190

195

200

205

1 2 3 4 5 6 7 8 9 10 11 12 13
Model training times

Im
ag

e 
se

g
m

en
ta

ti
o
n
 

ti
m

e(
m

s)

Normal detection threshold

Normal detection threshold

(a) Comparison of total time for model image 

segmentation effect

(b) Comparison of total length of image 

inference  
Fig. 8. Comparison of edge computing model 

image data detection time 

 

In Figure 8(a), the total time threshold varies 

between 80ms when the model is segmenting the 

image. However, with the increase in the training 

times of the model, the image segmentation time of 

the model starts to show up and down fluctuations, 

in which the shortest segmentation time is 66ms, the 

longest segmentation time is 92ms, and there is a 

difference of 26ms between the longest and the 

shortest time. It can be seen that the model 

segmentation time varies with the change in the 

number of training times when segmenting an image, 

but the overall trend of the change is relatively 

stable. In Figure 8(b), in the total time of the model 

image segmentation its time threshold is 200ms, with 

the increase in the training times the total time of the 

model began to fluctuate and change, of which the 

longest time is 202ms, the shortest time is 198ms, the 

difference between the two is 4ms. This shows that 

in the total time of the image segmentation changes 

in the model time segmentation is more effective, but 

also more stable. Table 1 displays the average 

accuracy of various techniques for insulator 

detection. 

Table 1. Average accuracy of insulator detection by 

different models 

Object detection 

algorithm 

Bolt detection and insulator 

detection 

Average 

accuracy 

Average 

accuracy 
Data 

size 
Image 

threshold 

0.5 

Image 

threshold 

0.5-0.95 

Research Use 

Model 
0.963 0.862 

13.6

M 

Efficientdet 0.845 0.603 
108

M 

Efficientdet+Sw

in Transformer 
0.934 0.812 

198

M 

yolov51+Efficie

ntdet 
0.862 0.439 

44.2

M 

Efficientdet+Gh

ostNet 
0.865 0.513 

46.7

M 

Efficientdet+Mo

bilenetv3Small 
0.832 0.422 

39.1

M 

Efficientdet+PP-

LCNet-1x 
0.784 0.421 

41.5

M 

 

In Table 1, the performance results obtained after 

adding different mechanisms to the Efficientdet 

module are not very satisfactory, where the best 

result obtained except the model used in the study is 

the addition of the attention mechanism at a picture 

threshold of 0.5, with an average accuracy of 0.934, 

which is 0.029 lower compared to the model used in 

the study, 0.963. This indicates that the performance 

results of the model after using the lightweighting 

better. In addition, the model with the attention 

mechanism is more effective than the other models 

when the picture threshold is between 0.5-0.95; this 

is 0.05 less effective than the study's model, which is 

0.862.. Finally, the size of the data model obtained 

by the use of lightweighting is as small as 13.6, 

which indicates that the use of lightweighting 

network can significantly reduce the size of the data 

of the TL detection, and increase the ability to 

process the data. 

 

3.2. Actual effect of the transmission line 

inspection system 

The research will be processed and analyzed 

using the system on TPUv3 as a 64-core processor. 

The model is tested for data from D0 to D7, and D 

denotes the scaling factor of the model, and the 

system tested uses Windows. The graphic processor 

and the central processor used for the study are 

NVIDIA GeForce GTX1070 and Intel Core i7-

7700k @ 3.7GHz respectively, and the size of the 

memory used is 16G and 32G. The comparison 

algorithms are selected for the comparison analysis 

of YOLOv5x, YOLOv7x and Faster R-CNN FPN 

algorithms. The effect of the system NI and damaged 

insulator detection is shown in Figure 9. 
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(b) Normal insulator inspection diagram

(a) Abnormal insulator detection results

 
Fig. 9. Comparison of inspection results of 

insulator systems 

 

In Figure 9(a), when a defect is detected in the 

current insulator, the UAV will mark the location 

parts of the detected insulators that are defective and 

zoom in on the details so that the defective parts can 

be better observed. In Figure 9(b), when NIs are 

detected, the system used in the study will analyze 

the different detected parts of the insulators that are 

prone to defects, and at the same time process and 

analyze the data of their image information and 

upload the data so as to make a judgment on whether 

defects are present or not. As shown in Table 2 

shows the different processing effects on the data 

with different scaling degrees of the system 

algorithm. 

 
Table 2. Different scaling effects of system algorithms on 

data processing 

Model 

scaling 

factor 

Average 

accuracy 

Data 

parameter 

size 

Network 

parameters 

Efficientdet

-DO 
0.339 2.9M 2.4B 

Efficientdet

-D1 
0.403 6.4M 6.0B 

Efficientdet

-D2 
0.440 7.9M 11.0B 

Efficientdet

-D3 
0.469 13.0M 24.0B 

Efficientdet

-D4 
0.501 20.0M 54.0B 

Efficientdet

-D5 
0.531 33.0M 133.0B 

Efficientdet

-D6 
0.535 51.0M 224.0B 

Efficientdet

-D7 
0.512 51.0M 323.0B 

 

In Table 2, the average accuracy of the processed 

images varies in the different scaling systems of the 

model, where the model with scaling factor of 6 has 

the highest average accuracy of 0.535, which is 

0.196 higher compared to the scaling system of 0, 

which has the lowest average accuracy. The 

maximum size of the processed image data is also in 

the scaling factors of 6 and 7. However, the size of 

the model network processing parameter for the 

model with scaling factor of 6 is only 224.0, which 

is 99B lower than that of the model with scaling 

factor of 7. It is evident that the performance of the 

model used in the study with scaling factor set to 6 

is able to achieve better values and process more 

data. A comparison of the DD effect of different 

algorithms on insulators is shown in Figure 10. 
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Fig. 10. Comparison of detection error results 

for insulator systems using different algorithms 

 

The study's root mean square error mean value 

varies around 0.16, compared with the highest error 

algorithm model Faster R-CNN FPN algorithm of 

0.34, which is about 0.18 lower. In Figure 10(a), the 

study compares algorithms used in the root mean 

square error. The error value changes as the number 

of samples increases and essentially stays the same. 

Figure 10 (b), the study uses algorithms model of the 

average percentage error value is basically 

unchanged as the number of samples increases, with 

an average value of about 0.15, which is about 0.20 

lower compared to 0.35 of the Faster R-CNN FPN 

algorithmic model with the highest error. It can be 

seen that the algorithmic model used by the study has 

a better detection effect on the transmission 

detection process. 

 

4. CONCLUSION 

 

The research mainly focuses on the current UAV 

transmission detection effect and the lack of image 
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quality, and proposes an algorithmic model based on 

EC, and the new model uses the Efficientdet model 

and improves it by lightweighting. Firstly, the 

algorithmic model of EC is proposed, and secondly, 

the new UAV transmission detection system is built 

by lightweight improvement. The outcomes revealed 

that the use of the new algorithmic model has a better 

detection of insulators where the accuracy of 

detecting NIs is 0.03 higher than DIs. The F1 value 

of NIs was 0.02 higher than that of DIs. The model 

had a smaller deviation from the total length of time 

when segmenting the image of only 4ms, and the 

model had a high stability of detection. When the 

image threshold was 0.5, the model used in the study 

had an accuracy of 0.963. When the image threshold 

was between 0.5 and 0.95, the model with the 

addition of the attention mechanism was 0.05 lower 

than the 0.862 of the model used in the study. The 

system studied was able to detect and analyze NIs 

and abNIs in more detail. The study used a model 

scaling factor of 6 when the system detection is 

optimal, the average accuracy has 0.535, which is 

0.196 higher than the model with the lowest effect 

scaling factor, where the size of the network 

parameter is 99B lower than the scaling factor of 7. 

Finally, the study used a model with the value of the 

root mean squared error is lower than the Faster R-

CNN FPN algorithm by about 0.18, and the average 

percentage error is lower than the Faster R-CNN 

FPN algorithm by about 0.20. It can be concluded 

that the research using algorithmic model can 

effectively analyze the transmission detection 

through UAV and can achieve better detection 

results, while the accuracy and stability of the model 

maintains a good value. Although the research has 

achieved a lot of results, but there are still some 

problems, so the research will be followed by adding 

more different network models to improve the 

system. Secondly DD analysis of different 

transmission devices will also be carried  
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